Copper Horse objection to approve TS.47 V1.0 and the responses from the TSGAI leadership team.

Copper Horse feedbacks:
The following items need to be downgraded to SHOULD. An additional requirement needs to be added to ensure conformance with GDPR i.e. that the user explicitly opts in. 
Response:  Which Article in GDPR do you refer to?
There need to be requirements throughout this document that allow the user to control the functions – i.e. to be able to turn off deep-learning features.
Response: If this is required by law, TS.47 will comply automatically.
TS.47 clearly define in Section 6 Privacy and Security, Applicable law(s) as related to privacy/Security should be complied with in connection with AI on mobile devices.
One typical use case is that the user does not want the manufacturer, app providers or network operator to trawl through their photographs and mine them (at all).  
The requirements also stray into data classified as Sensitive Personal Data – for example, religious and racial information is very likely to be contained in a user’s personal pictures and documentation that is stored. In addition, they may take a picture of a document which is sensitive (for example commercially sensitive), this would additionally be covered by individual Data Protection Laws around the world, so there is a reasonable expectation that the user has the ability to turn off OCR functions and know the current status (i.e. off is off).
Response: The key feature of AI Mobile Device is on-device AI(see Section 2 AI Mobile Device Definition), which means the sensitive data processing is carried out locally on the device-- there is no need to send the data to the cloud. This is a key advantage of AI Mobile Device, which will greatlly benefit the Privacy Preserving. 
And also in Section 6 Privacy and Security Requirements, we clearly define that -The user SHALL always remain in control of the collection of their data and its usage.
So the cases you mentioned above will not happen.
1.1.1         On-Device Image Processing Requirements
	TS47_3.4.2_REQ_001
	An AI Mobile Device SHALL have on-device computer vision capabilities which can be directly used by native and third-party applications through an OEM specific API.

	TS47_3.4.2_REQ_002
	An AI Mobile Device SHALL have optical character recognition (OCR) capability on the device.

	TS47_3.4.2_REQ_003
	An AI Mobile Device SHALL have image detection, image classification and image segmentation capabilities on the device.

	TS47_3.4.2_REQ_004
	An AI Mobile Device SHALL have face detection and face clustering capabilities within a group of photos on the device.

	TS47_3.4.2_REQ_005
	An AI Mobile Device SHALL have video super-resolution capabilities on the device.

	TS47_3.4.2_REQ_006
	An AI Mobile Device SHALL have video classification capabilities on the device.


 
In addition, there is a specific mention of things like numberplates and other data in natural surroundings:
 
	TS47_3.4.2.1_REQ_001
	The AI Mobile Device SHALL support all of the following applications:
Photo scene detection and recognition
1. Identification of one or more objects in different scenes such as portraits, landscapes, foods, night scenes and texts, etc.
1. Scene detection capabilities to optimize camera settings for image capture based on scene content.
Text detection and recognition of downloaded languages:
1. Different languages.
1. In natural scenes, such as the text on billboards, menus, vehicle license plate, and product descriptions.
1. Of business cards, ID cards, passports, driver licenses, and credit cards.


 
This also raises the prospect issues such as “the use of ANPR [Automatic Number Plate Recognition] must be justified” and associated issues around data retention [1]. This article also references Article 8 of the European Convention on Human Rights ECHR and the EU Charter of Fundamental Rights Article 7, both of which provide for a right to a private life – Article 7 says “Everyone has the right to respect for his or her private and family life, home and communications.” In addition the UN  Universal Declaration of Human Rights Article 12 states “No one shall be subjected to arbitrary interference with his privacy, family, home or correspondence…”. These issues alone would demand that we properly address these concerns in the document.
Response: ANPR is a Public Safety issue. It refers to the case that police use camera to catch the Number Plate, and use its own backend system to relate the Number with the vehicle owner's personal information. It is the correlation of the recognized Number and the personal information in the backend system causes the possible problems.
In our requirement, we only request that the AI Mobile Device can RECOGNIZE the text, the number itself.
European Convention on Human Rights(ECHR), EU Charter of Fundamental Rights as well as Universal Declaration of Human Rights describe the basic ethical requirements on human rights. However, our specification only aims at AI device, and will adhere to the globally acknowledged ethical principles and values by default.
Voice triggering is notoriously bad at the moment – the requirement below needs to be at least accompanied by control functions to prevent its usage. Additionally, voice printing fails due to replay attacks yet no considerations are included of such scenarios, other than in a separate, disconnected section on security.
Response: The following requirements are about Voice Assistant on AI Mobile Device. 
Currently, voice assistant is not used for financial payment. So though voiceprint method may not be strong enough for financial use cases, it is acceptable at present for triggering the voice assistant.
In addition, the cost of replay attack is very high. An artificial mouth hardware (a common equipment used for replay attack) is around $30,000 – $45,000, and together with its supporting software, the price could reach $60,000. 

	TS47_3.4.3.1_REQ_005
	The AI Mobile Device SHALL support voice trigger

	TS47_3.4.3.1_REQ_006
	It SHOULD support voiceprint recognition for preventing people other than the device’s owner from triggering voice assistant.


 
This is a serious privacy concern – user tracking and fingerprinting, I understand the need to do this from an AI perspective, but then there needs to be associated privacy guards etc. in place – here there are none:
Response: Again, the key feature of AI Mobile Device is on-device AI(see Section 2 AI Mobile Device Definition), which means the personal data will be processed locally on the device. This means neither the operator, nor the device manufacturers and SPs, can track and fingerprint the user.
And also in Section 6.2, we clearly define The AI Mobile Device SHALL use reasonable safeguards appropriate to the privacy, sensitivity, confidentiality and integrity of the information.
	TS47_3.4.5_REQ_001
	The AI Mobile Device SHOULD support dynamic system resource allocation and optimization based on feedback provided by on-device sensors measuring environmental conditions combined with continuous learning of user habits and behaviours:
1.         Dynamic application management (e.g. pre-loading, closing, put to sleep, control network access) based on user’s habits (e.g. usage duration, frequency).
2.         Dynamic application management based on abnormal behaviour detection (e.g. increased memory usage, abnormal power consumption, self-starting in the background) 
3.         Dynamic system resource management based on continuous learning of system performance (e.g. memory and storage defragmentation, off-line storage during off-peak periods).
4.         Dynamic system resource allocation for high performance applications (e.g., gaming and video).


 
This furthers that issue from a privacy perspective – with no definition:
 “communication between AI agents can achieve cross-device inference”
Response: cross-device inference means multi-agent learning. With the communications between agents, the agents can achieve some kind of cooperation. This has been discussed in the academia. We will discuss it  in later version.
We cannot published a document so deeply privacy impacting with the following section as informative – it laughs in the face of global regulation and more importantly users:
Response: Section 4 is INFORMATIVE, so all the contents in Section 4 should be informative. It simply means, when we produce test book for V1.0,  this part will not be tested.
1.2       Privacy and security requirements for AI agent (informative)
 
Nowhere in that section does it align language to any existing global regulation, consider sensitive personal data or give the user the ability to control such functionality.
Response: Section4.1 only define the privacy and security requirements specific to AI Agent. The overall requirements for Privacy and Security are in Section 6.
This requirement is incorrect – biometric information should not be transmited from the device. Is it supposed to mean the authenticator? (e.g. FIDO) or is it about the storage (then not end-to-end) but encrypted (and to state of the art? What strength?) – I note that storage is covered in later requirements:
	 TS47_6.2.1_REQ_006
	The biometric information SHALL use end-to-end encryption.
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Response: We can discuss this with the originator and proposer, John Humbert, T-Mobile USA in the conference call.
We tend to agree with you unless John can convince us.
In summary – these two requirements below are too weak – they shy away from the direct issues faced here – the real privacy and security requirements as I mention above must be tightly bound to the functional requirements within the document, not separated and essentially dumped on implementers to find whatever they think is the best thing to do.
Response:  We don't agree this summary. The following sections have been reviewed by PWG and SDG, and their inputs had been included.
The layout of the Spec is reasonable because we have worked in the exact way as you mentioned before, but we found out that many requirements are the same when we go to a higher level. So we abstract and aggregate these requirements in Section 6. As supplement, specific requirement on particular application is written in section 6.2.1.
1.3       Privacy Requirements
Applicable law(s) as related to privacy should be complied with in connection with AI on mobile devices.
1.4       Security Requirements
Applicable law(s) as related to security should be complied with in connection with AI on mobile devices.
	TS47_6.2_REQ_001
	The AI Mobile Device SHALL use reasonable safeguards appropriate to the privacy, sensitivity, confidentiality and integrity of the information.


 
I could go on, but as it stands, this puts operators and implementers in a very difficult position with regards to compliance.
In conclusion, the issues you raised above may mostly due to your absence in the previous discussion. So you may miss the critical background knowledge about the key feature -- on-device AI. And obviously, ANPR belongs to the Public Safety sector, and it is an application which relies on its backend system. We're afraid it is not appropriate to put it here as an analogy.
And we can see that you provide your comments section by section sequentially, without the whole picture of this document bearing in mind. Hoping you can have thorough understanding after tomorrow's meeting. Looking forward to your contribution to the drafting of TS.47 V2. 



