Questions for DSG

	Change No
	Change
	Question to DSG
	Proposed Changes
	DSG Response
	Question Origination Company

	
	Section 1.3 Definition of Terms
	
	
	
	

	1
	AI agent 
to be defined by TSG
	It is well-known in AI world and no need to define.
	A software mechanism or entity which has the characteristic to learn autonomously to perform a task by trial and error, with minimal guidance from the user.

	
	China Telecom provided the proposed changes

	3
	AI Application 
Broader terminology to define an application that applies either Machine Learning (of which deep learning and reinforcement learning are specific examples) or Inferencing, or the combination of both.
	What does “inferencing” refer to?
If it is the “inference” mentioned here, then it is one phase of machine learning, seen definition of inference.

	Do we really need this definition?
	




	China Telecom pointed out there is a mistake in this definition

	4
	AI Function 
Refers either to an AI Application or a core functionality of the device enhanced by AI computation.
	Need more explanations on this term – the difference between AI application and a core device functionality might be ambiguous. 

	*Recommend to revise this definition.*
Do we really need this definition?
	
	China Telecom indicated the possible ambiguity in this definition.

	5
	AI model 
to be defined by TSG
	It is well-known in AI world and no need to define.
	.
	
	

	6
	AI Orchestrator
The software mechanism that manages the data to be computed through AI algorithms within an AI Function.
	AI Orchestrator is not a recognised term within the AI industry. Please propose justifications why TSGAI should be defining new terms that are not recognised within the AI industry.
	
	
	China Telecom pointed out the problem with AI orchestrator.

	7
	AI Processing 
to be defined by TSGAI
	It is well-known in AI world and can be removed. 
	*Recommend to delete this term.*
	
	

	8
	Biometric Data
Computer representations of human characteristics typically used for authentication and authorisation purposes. Examples include a face, fingerprint or voice. This data may be interpreted through an algorithm and stored in another form such as a template of the biometric.

	It is well-known in AI world and can be removed.
	Delete or revise

“Examples of human characteristics include a face, fingerprint or voice”
“This Biometric data may be interpreted through an algorithm and stored in another form such as a template of the biometric.”

	
	Samsung

Revised text from Qualcomm

	9
	Deep Learning 
“hidden” is deleted in “Neural networks in Deep learning are composed of several hidden layers.”

Deep Learning is one of the techniques to apply Machine Learning.
This statement is technically wrong.
	Hidden layers: layers between input and out layers and place where all the computation is done. The word “hidden” implies that they are not visible to the external systems and are 
“private” to the neural network.
	Reject this CR
	
	China Telecom indicated the problem and mistake in this definition.

	10
	Federated Learning 
to be defined by TSGAI
	It is well-known in AI world and no need to define.

	*delete this term*
	
	Xiaomi provided this comment.

	
	
	
	
	
	

	12
	Inference 
to be defined by TSGAI
	It is well-known in AI world and no need to define.
	.
	
	

	13
	Machine Learning
The process by which a functional unit improves its performance by acquiring new knowledge or skills, or by reorganizing existing knowledge or skills.
	It is not a definition of machine learning in AI industry although it is from ISO/IEC 2382-31.

It is well-known in AI world and no need to define.
	Machine learning is the study of computer algorithms that automate improvement through experience. It is a type of artificial intelligence based on the concept that model built by algorithm can learn from data (known as training data), identify patterns and make decisions with minimal human intervention.
	
	China Telecom indicated the problem and provided the proposed changes.

	14
	Operations Per Second / per Watt
OPS per watt extend that measurement to describe performance efficiency.
	This is a common usage in AI industry. 
	Operations Per Second per Watt
Operations Per Second Per Watt is a measurement to describe the energy efficiency of OPS.
	
	

	
	Section 1.4 Abbreviations
	
	
	
	

	15
	OPS/w
OPS per watt extend that measurement to describe performance efficiency.
	This is a common abbreviation in AI industry.
	OPS/W
Operations Per Second per watt can be accepted
	
	Revised text from Qualcomm

	16
	User 
The user or owner of the Mobile device and/or user the Application for the Mobile Device
	User definition is well-known in GSMA and no need to define here. 

	The user or owner of the AI mobile device who initiates the use of an application or service, and who may or may not be the “customer” of an application or service provider.
[REF: GSMA Mobile Privacy Principles]
The user or owner of the Mobile device and/or user of the Application for in the Mobile Device
	
	







Revised text from Qualcomm

	17
	Voiceprint Data
To be defined by TSG
	It is well-known in AI world and no need to define.
	

	
	

	
	Section 2 AI Mobile Device Definition
	
	
	
	

	16
	AI mobile device’s characteristics 
added “APIs to expose its AI processing capabilities to native and third-party applications”
	This change was rejected in the previous meeting – because it duplicates with TS47_4.2_REQ_002 and 003. 

	*Delete*

	
	

	
	Section 3 Privacy and Security Requirements
	
	
	
	

	24
	Section 3.0 Privacy and Security Requirements was Section 6.0 
	
	It will be more logical to move Privacy and Security section back  to section 6.
Proposal 1:  Change title of section 3 as follows:
“Privacy and Security Requirements General Principles”
	
	Xiaomi provided this comment.


Revised text from Qualcomm

	25
	‘AI has the power to intensify both the good and the bad… are sold into.”
	This whole paragraph is not suitable for a Requirements Specification
	
	
	Xiaomi provided this comment.

	25
	Implementers should adopt a ‘Secure by Design’ and ‘Privacy by Design and by Default’ approach.
	 ‘Secure by Design’ and ’Privacy by Design and by Default’ needs to be defined.
	Definitions added for ‘Secure by Design’ and ’Privacy by Design and by Default’ in Section 1.3
	
	China Telecom indicated the need for the definition of these terms.

	Questions above this line reviewed and discussed on the TSGAI08c call
	

	26
	F For avoidance of doubt, where laws are not in place in certain jurisdictions, manufacturers should take the ‘least-permissive’ route – that is – to respect the user and not leave AI functionality ‘on’ by default.
	‘least-permissive’ needs to be defined.
	Please provide rationale for this requirement

	
	China Telecom indicated the need for the definition of these terms.
Samsung – in standards, it should avoid subjective words e.g. least, most.

	
	Section 3.1 Privacy Requirements
	
	
	
	

	26
	Any choice to turn off functionality by the user must be fully respected and ‘Dark Patterns’ [3] that seek to manipulate a user’s free choice should be avoided. 
	1.it would be ambiguous to use the term “Dark pattern” here – it is not a common word used in AI industry.
2.Is Dark Pattern a most referenced word? How about its impact index?
3.https://www.darkpatterns.org/This website  seems operating by individuals.
	Any choice to turn off functionality by the user shall be fully respected and any manipulation on a user’s free choice should be avoided

Any choice to turn off functionality by the user must be fully respected and techniques, such as ‘Dark Patterns’ [3], that seek to manipulate a user’s free choice should be avoided.

Proposal 2: Add following sentence:
This assists in retaining user trust and helps prevent subversion by malicious actors.
	
	China Telecom indicated the problem and provided the proposed change.


[bookmark: _GoBack]Revised text from Qualcomm

	28
	TS47_3.1_REQ_002
	1.AI Orchestrator is not a recognised term within the AI industry. Please propose an alternative or justification why TSGAI should be defining new terms that are not recognised within the AI industry.
2.<<…AI Mobile Device SHALL, and SHALL allow the …>> Why are there two SHALLs?
	Please provide the justification and rationale on this requirement
	
	The first question in #28 is from China Telecom.
The second Question in #28 is from Vodafone.
Samsung: AI Orchestrator is not used by others and should be changed.

	29
	TS47_3.1_REQ_003
	1.This ethical requirement is too board. Since our spec only focuses on the technical requirements, it would be better to be stated beyond the REQ.
2.<<…AI Mobile Device SHOULD, and SHOULD allow…>> Why are there two SHOULDs?
	*Recommend to move the ethical issue beyond the REQ*
	
	The first question in #29 is from China Telecom.

The second Question in #29 is from Vodafone.

	30
	TS47_3.1_REQ_004
	Repeated content as GDPR Article 5.C
	*Recommend to delete.*
	
	Samsung

	31
	TS47_3.1_REQ_005
AI Functions that process Personal Data SHALL be off by default unless they exclusively take place locally on the device. The User SHOULD be allowed to control whether or when these AI functions are enabled.
	.
What is the justification AI Functions SHALL be off by default for AI devices?
	
	
	Samsung

	32
	· TS47_3.1_REQ_006
· It enables the AI Orchestrator to be transparent with the User about the use of AI and whether or not that use of AI takes place exclusively on the AI Mobile Device
· No AI Orchestrator can transfer results of on-device AI processing relating to the User or a third party off the AI Mobile Device without it being clear to the User that this is the case
· It enables the AI Orchestrator to explain to the User how the AI Capabilities work
· It allows the AI Orchestrator to integrate human oversight over processing that may have a significant impact on the User or third parties
	 1.AI Orchestrator is not a recognised term within the AI industry. Please propose an alternative or justification why TSGAI should be defining new terms that are not recognised within the AI industry.
2.The functions of AI Orchestrator are already beyond the definition.
	Please provide justification and rationale on inventing this AI Orchestration..
	
	China Telecom pointed out the problem.
Samsung: AI Orchestrator is not used by others and should be changed.

	
	Section 3.2 Security Requirement 
	
	
	
	

	33
	where laws are not in place in certain jurisdictions, manufacturers should take the ‘least-permissive’ route – that is – to respect the user and not leave AI functionality ‘on’ by default
	
	Please provide the justification for this requirement.
	
	This question is from China Telecom
Samsung – in standards, it shall avoid subjective words e.g. least, most. It is difficult to test such requirement.

	33
	From a security perspective this also follows the ‘principle of least privilege’, ensuring that systems have no more access than is necessary, as a default starting point.
	 Where is the “principle of least privilege” for  definition? 
	*Add a definition on “principle of least privilege” in Section 1.3.*

	
	China Telecom indicated the need for definitions of these terms.

	33
	The AI Mobile Device needs to operate as ‘Secure by Default’
	Where is the “Secure by Default” definition?
	*Add a definition on “Secure by Default” in Section 1.3.*
	
	China Telecom indicated the need for definitions of these terms.

	35
	TS47_3.2_REQ_002
	1. This belongs to privacy section.
2. Repeated content as GDPR Article 15.
	*delete*
	
	Samsung

	36
	TS47_3.2_REQ_003
Off ‘toggle’ switches SHALL turn off the functionality, except as permitted or required by applicable law.
	1. What does the functionality refer to ?
2. “Functionality” in this requirement is unclear. Please provide a definition for “Functionality”.
	If “Functionality” is AI Function, then it is already stated in  TS47_3.1_REQ_005, *suggest to remove*.
	
	Samsung – please provide the use cases or implementation that off toggle switch does not turn off the functions 

	37
	TS47_3.2_REQ_004
	It would be ambiguous to use the term “Dark pattern”  here – it is not a common word used in AI industry. 
	Any manipulation on a user’s  choice SHALL NOT be used.
	
	China Telecom pointed out the issue and provided the proposed change.

	
	Section 3.2.1 Security for AI Applications
	
	
	
	

	38
	TS47_3.2.1_REQ_001
The security and the robustness of the AI models used by the AI mobile devices SHOULD include appropriate safeguards to protect and prevent Confidentiality, Integrity and Replay attacks.
	The original REQ
The security and the robustness of the AI models used by the AI mobile devices SHOULD be guaranteed with appropriate safeguards to protect and prevent Confidentiality, Integrity and Replay attacks.
	Keep the original one.
	
	China Telecom suggested to keep the original one.

	39
	TS47_3.2.1_REQ_002
Defence techniques SHOULD be employed to protect the training data for protecting models. For example, in evasion attacks, data can be manipulated to mislead AI models.
	The original REQ intend to protect the models, not only the training data. 
	Defense techniques SHOULD be employed to protect the models’ training process from confidentiality and integrity attacks. For example, in evasion attacks, data can be manipulated to mislead AI models.
	
	China Telecom pointed out the problem.

	43
	TS47_3.2.1_REQ_006
Biometric Data, which are processed by an AI Function (e.g. templates) used for authentication within the AI Mobile Device, SHALL NOT be transferred from the device to a server.

	1. The sentence is somewhat technical confusing
2.Is it practical to confine all the authentication conducting locally on device? Bank apps in some regions are required to send biometric data to server for verification by law.
	*Recommend to keep “except as required or permitted by applicable law(s)” at the end, and delete
 ‘which are processed by an AI Function (e.g. templates) used for authentication within the AI Mobile Device’
	
	

	56
	Section 4.4 AI Application Requirements
	AI is not same as Deep Learning
	Keep original Deep Learning
	
	

	59 and other
	All CR for “SHALL” → “SHOULD”
	It is better to be discussed within TSGAI.
	*TBD*
	
	

	
	Section 4.4.2.1 On-Device Image Processing Applications
	
	
	
	

	61
	TS47_4.4.2.1_REQ_001

	After your change the Requirement seems to be incomplete, what is the purpose?
	
	
	The Question in #61 is from Vodafone. If you look at it in final view you can see the problem.

	
	Section 4.4.5 System Optimization
	
	
	
	

	65
	TS47_4.4.5_REQ_001
Only with the explicit permission of the user in order to respect the user’s right to privacy around their habits:
	It would be better to move this description to the end in a Note form.
	 Note: device’s continuous learning on user habits and behaviors can be conducted only under/with user’s explicit permission.
	
	China Telecom provided the proposed change.

	65
	TS47_4.4.5_REQ_001
or device or network usage or performance indicators.
	What does “performance indicators” refer to?

	
	
	China Telecom raised this question.

	
	Section 5 AI Agent (informative)
	
	
	
	

	66
	Note: This section and its subsections are informative as we recognise that many organisations and countries are currently working to define better the ethics and practices that need to be associated with aspects of AI such as AI agents and Federated learning. Until there is clarity at a global and regional level this section will remain informative.
	It’s already an informative section, why should we need this note?
	*Recommend to delete*
	
	China Telecom’s comments.

	
	Section 5.1 General 
	
	
	
	

	68
	an autonomous agent needs to learn to perform a task by trial and error, with minimal guidance from the user.

	Replacing “SHALL” with “needs to” is not part of the modal verbs terminology 
	Reject this CR
	
	This question is from Vodafone

	69
	If granted permission from the User or owner of the data, the agent is responsible for the decision-making of AI computation offloading, and may implement a MEC-first strategy, i.e. abstract the computation offloading decision function from specific application, and make it become a functional entity on AI mobile device.
	Here is just an example, and the offloading is the AI computation task, NOT the data
	Reject this CR
	
	This question is from China Telecom 

	70
	“It can interact with other agents; communication between AI agents can achieve cross-device inference. ” is removed.
	Confused about this change. Justifications of this change?

	.
	
	This question is from China Telecom 

	
	Section 5.2 Privacy and Security Requirements for the AI Agent
	
	
	
	

	71
	The user and/or management entity needs to be provided with notice about how the AI agent may affect them.

	Replacing “SHALL” with “needs to” is not part of the modal verbs terminology 
	Reject this CR
	
	Question is from Vodafone

	72
	At all times the principle of ‘Human in Command’ needs to be adhered to when an AI agent makes decisions on ‘offloading’ data.
	Does “Offloading” mean “transmitting”? 
HIC should be adhered to not only when an AI agent makes decisions on ‘offloading’ data.
	
The principle of ‘Human in Command’ is always kept when an AI agent makes decisionse.g. the user shall be able to lodge a complaint against processing by the AI agent as appropriate, and the user and/or management entity via the network shall be informed how to oppose and override the decision made by the AI agent.

	
	This question is from China Telecom.

	72
	Removed “The user shall be able to lodge a complaint against processing by the AI agent as appropriate.” & “The user and/or management entity via the network shall be informed how to oppose and override the decision made by the AI agent.” 
	Necessary examples for HIC.
	
	
	This question is from China Telecom.

	72
	The User will be able to provide express permission for specific data to be transferred away from the device and be able to see what that data is (e.g. images, categories of information and so on). Permission rules will comply with Req.3.1-001 of this document, a device respects the decision of the user – for example, if a user states a period of time that expires and subsequently then chooses to say ‘once’, the device needs to not store the data in the intervening period between permissions on-device and then upload / offload this data. This would be a deceptive practice.
	This is same as GDPR Article 15
	*Recommend to delete”
*Suggested New REQ*
Any 3rd party Personal Data processing SHALL comply with applicable law and regulations*delete*
	
	This question is from China Telecom.

	72
	Personal data from 3rd parties who are within the proximity of the device is not to be offloaded by the AI agent. The expectation is that best endeavours would be made to use AI processes to filter out background information and not to inadvertently capture third party information (e.g. voices, faces etc.).
	Any 3rd party Personal Data processing SHALL comply with applicable law and regulations.
If needed, we can add a REQ in Section 3.

	
	
	This question is from China Telecom.
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