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[bookmark: _Toc466559290][bookmark: _Toc68720318] Introduction
[bookmark: _Toc466559291][bookmark: _Toc68720319]Overview
This document provides test cases for AI mobile device, including XX, 
The technical requirements of AI mobile device are refer to GSMA PRD TS.47 AI Mobile Device Specification, Version 1.0.
[bookmark: _Toc466559292][bookmark: _Toc68720320]Scope
The scope of this specification is XX. 
[bookmark: _Toc68720321]Definition
	[bookmark: _Toc327548202][bookmark: _Toc327548002][bookmark: _Toc327447334][bookmark: _Toc466559295]Term 
	Description

	AI Mobile Device
	Refer to the definition of AI Mobile Device in TS.47 AI Mobile Device Specification [1]. 

	Application API
	

	Customized Deep Learning Operator
	


[bookmark: _Toc68720322]Abbreviations
	Term 
	Description

	AI
	Artificial Intelligence

	DUT
	Device Under Test

	SDO
	Standard Developing Organisations 

	TOPS
	Tera Operations Per Second

	TOPS/w
	Tera Operations Per Second / Per Watt


[bookmark: _Toc466559296][bookmark: _Toc68720323]References
Requirements shall be based on the exact versions as indicated below. However if the manufacturers use a later release and/or version this should be indicated. The GSMA will take efforts to continually align with other SDOs for timely information about release plans.

	Ref
	Doc Number
	Title

	[bookmark: _Ref15435544][bookmark: _Ref465150107]
	GSMA PRD TS.47
	AI Mobile Device Specification, Version 1.0, September 2019

	[bookmark: _Ref465150124]
	
	

	
	
	

	
	
	


[bookmark: _Toc2710559][bookmark: _Toc11071583][bookmark: _Toc16506724][bookmark: _Toc68720324]Modal verbs terminology
The key words “MUST”, “MUST NOT”, “REQUIRED”, “SHALL”, “SHALL NOT”, “SHOULD”, “SHOULD NOT”, “RECOMMENDED”, “MAY”, and “OPTIONAL” in this document are to be interpreted as described in RFC 2119 [1] (RFC8174) [18] when, and only when, they appear in all capitals, as shown here.
[bookmark: _Toc327548005][bookmark: _Toc327548205][bookmark: _Toc15533124][bookmark: _Toc68720325][bookmark: _Toc327548213][bookmark: _Toc327548013][bookmark: _Toc209948274][bookmark: _Ref329687100][bookmark: _Toc466559343]Hardware Requirements
1. [bookmark: _Toc15533125][bookmark: _Toc68720326]Hardware performance
[bookmark: _Toc68720327][bookmark: _Toc15533126]The technical test frame for TOPS and TOPS/w 
 [image: ]
[bookmark: _Toc68720328]The validation test frame ( To be updated )
[bookmark: _Toc68720329]Prerequisites 
	Preparations
	Description
	Provider

	Reference Model
	VGG16_notop, i.e. VGG16 without last three fully connected layers, in FP32 format.
	Third party or China Telecom
(for discussion)

	Test Model
	Quantified reference model in INT8 or FLOAT16 format.
	Third party or China Telecom

	Technical Documents 
	Instructions for
1. SDK, API 
2. Model conversion tool
	Chip vendors

	Model Conversion Tool
	Tools for reference model quantization. The resulting test model can be supported by DUT.
	Chip vendors

	Test Dataset
	1000 images of size 224*224*3. 
	Third party self-build or China Telecom or use opensource dataset ImageNet

	DUT	Comment by Di Zhang: Move to Abbreviations
	[bookmark: OLE_LINK1][bookmark: OLE_LINK2]Vesion is not required.Device Under Test
	[bookmark: OLE_LINK5][bookmark: OLE_LINK6]ManufacturesChip vendors

	Test Software
	Scripts to prepocess the test dataset, run the test model and measure TOPS. 
	Third party or China Telecom

	Power meter
	Equipement that used for power measurement and can fulfill the following functions:
1. Provide power for DUT
2. Display the current value in diagram
	

	Validation Script
	Scripts to compare the DUT output with reference output.
	China Telecom

	Reference Output
	Output from the reference model using the same test dataset on PC.
	Third party or China Telecom


[bookmark: _Toc68720330]TOPS and TOPS/watt measurement
Description
AI Mobile Device hardware shall have minimum performance as specified in [1].
The mobile device used for this testing must allow for access to perform power measurement.
Applicability
DUT classified as an AI Mobile Device
TOPS= (2 ∗ MACs)/ average inference time of single image in second=(2 ∗ MACs)/(inference time/total number of images)
TOPS/watt=TOPS/ average power consumption of single picture=TOPS/(voltage*(average current- background average current))
Related core specifications
TS.47_3.1_REQ_001 (int8 TOPS)
TS.47_3.1_REQ_002 (float16 TOPS)
TS.47_3.1_REQ_003 (int8 TOPS/watt)
TS.47_3.1_REQ_004 (float16 TOPS/watt)
Reason for test
To verify that AI Mobile Device meets the minimum hardware performance requirements.
Initial configuration
DUT is loaded with test software, test dataset and test model for int8 and float16 TOPS, TOPS/watt measurement.
DUT is Switched OFF.
Power meter is Switched OFF.
PC is installed with Python3.
Test procedure

	Step
	Test procedure
	Expected behaviour

	1
	Switch the power meter on and connect it to DUT’s hardware interface for power measurement
	The power meter is on.

	12
	Switch DUT on and adjust the screen brightness to the lowest level, turn off the Bluetooth and mute the DUT. Turn on the flight mode.

	DUT is on and DUT is in IDLE mode.
Note: The DUT’s running status should be consistent at the beginning of each test.

	3
	Record the current and voltage.
TBD: Start recording the current and the voltage.
	The current curve and the voltage are displayed.

	4
	
Wait until the current is stabilized  i.e. the current curve (if avalible) is stabile +/-5%
	The current is stable.
Note: How to determine the curve stabled is TBD

	25
	Switch power meter on and connect it to DUT, Recordmeasure the average background current and record the voltage for 60 seconds and compute the average value.
	Connection is set up and the values of average background current and voltage are obtained. The value of average background current and average voltage are obtained.

	3
	Load the test dataset and preprocess it.
	Test dataset is loaded and preprocessed.

	46
	Run the test softwareProcess the preprocessed datatest with int8 VGG16_notop test model on DUT, record the inference time and compute the average inference current.
	Test dataset is preprocessed successfully with no exception and tTest output is obtained. The inference time and the average inference current value are recordedobtained.

	57
	Run the validation script on PC to compare the test output with reference output.
	The test output passes the verification. But if failed, the test should be terminated. 

	68
	Calculate Compute int8 TOPS, and compare the result with the value specified in the requirement TS.47_3.1_REQ_001.
	The int8 TOPS result meets requirement TS.47_3.1_REQ_001.

	79
	Calculate Compute int8 TOPS/watt, and compare the result with the value specified in the requirement TS.47_3.1_REQ_003.
	The int8 TOPS/watt result meets requirement TS.47_3.1_REQ_003.

	10
	Stop recording the current.
	The current curve stops recording.

	811
	Change the test model to float16 VGG16_notop, repeat step 1 3 to 7 10 for float16 TOPS and float 16 TOPS/watt measurement.
	The float16 TOPS result meets requirement TS.47_3.1_REQ_002.
The float16 TOPS/watt result meets requirement TS.47_3.1_REQ_004.


Expected Result
If Int 8 TOPS, int 8 TOPS/watt, float 16 TOPS and float 16 TOPS/watt can meet the requirements from TS.47_3.1_REQ_001 to TS.47_3.1_REQ_004 respectively, the DUT passes the test. Otherwise, its hardware performance is considered unqualified.
[bookmark: _Toc15533128][bookmark: _Toc68720331]Software Requirements
[bookmark: _Toc68720332]Prerequisites 
	Preparations
	Description
	Provider

	Updated Model	Comment by Di Zhang: TBD: whether this definition is acceptable?
	A deep learning model with modified weights only or with both weight and model structure changed. 
One recently updated version of a Deep Learning Model that can successfully run on DUT.
	Official website or Chip vendors or third party

	Model Conversion Tool
	Tools for updated model conversion. The resulting model format can be supported by DUT.
	Chip vendors

	Model Format List
	Model format that can be supported by different chips on DUT.
	Chip vendors

	Input Data
	A random generated input whose size fits in with the input size of Updated Model
	TBD



[bookmark: _Toc68720333]Deep learning model update
Description 
AI mobile device shall support deep learning model update of an existing deep learning network.
Applicability
DUT classified as an AI Mobile Device
Related core specifications 
TS.47_3.2_REQ_001
Reason for test 
To verify that AI Mobile Device can run the updated model successfully.
Initial configuration 
DUT is Switched OFF.
DUT declares the chip it uses.
Test procedure
	Step
	Test procedure
	Expected behaviour

	1
	Convert the updated model using model conversion tool and to a native format supported by DUT. check the format of the converted model.
	The updated model is successfully converted into the format specified by the chip in the model format list.

	2
	Switch DUT on.
	DUT is in idle mode.

	3
	Load the converted model on DUT.
	The converted model is successfully loaded with no exception.

	4
	Process the input data using the converted model.
	The expected oOutput iscan be obtained from model with no exception.
Note: After the model is determined, expected output should be specified.



Expected Result
If DUT run the updated model can be run on DUT successfully, the DUT passes the test. Otherwise, it is considered unqualified.
[bookmark: _Toc68720334]API requirements
[bookmark: _Toc68720335]Prerequisites
	Preparations
	Description
	Provider

	Native API Test Program
	Script/Program that calls the native APIsto test whether the native APIs can be called successfully.
	TBD

	Application API Test Programs
	Scripts/Programs that calls the application APIsto test whether the application APIs can be called successfully, supporting the test of the following applications.
Alternative：Scripts to invoke CV, ASR, or NLU model via application APIs.
	TBD

	Native CV Application
	Native application that requires CV capability.
	TBD

	Native ASR Application
	Native application that requires ASR capability.
	TBD

	Native NLU Application
	Native application that requires NLU capability.
	TBD

	Third-party CV Application
	Third-party application that requires CV capability.
	TBD


	Third-party ASR Application
	Third-party application that requires ASR capability.
	TBD

	[bookmark: _Hlk68612270]Third-party NLU Application
	Third-party application that requires NLU capability.
	TBD

	CV Model(s)	Comment by Di Zhang: TBD: Recommend a specific CV model.
	[bookmark: _Hlk74823703]Computer Vision model(s) in DUT native format, required by Native CV Application and/or Third-party CV Application.
	TBD

	ASR Model(s)	Comment by Di Zhang: See above notation.
	Automatic Speech Recognition model(s) in DUT native format, required by Native ASR Application and/or Third-party ASR Application.
	TBD

	NLU Model(s)	Comment by Di Zhang: See above.
	Natural Language Understanding model(s) in DUT native format, required by Native NLU Application and/or Third-party NLU Application.
	TBD



[bookmark: _Toc68720336]Native APIs invocation	Comment by Di Zhang: TBD: If DUT meets the AI applications requirements as follows, we think that means DUT also satisfy TS.47_3.2_REQ_002, then this test case can be deleted.
Description 
AI mobile device shall support native APIs to expose the AI hardware functions.
Applicability
DUT classified as an AI Mobile Device
Related core specifications 
[bookmark: OLE_LINK3][bookmark: OLE_LINK4]TS.47_3.2_REQ_002
Reason for test 
To verify that AI Mobile Device can call the native APIs.
Initial configuration 
DUT is Switched OFF.
DUT is loaded with native API test program.
Test procedure
	Step
	Test procedure
	Expected behaviour

	1
	Switch DUT on.
	DUT is in idle mode.

	2
	Run the native API test program on DUT.
	The information Native APIs are called successfully with no exception is obtained.
Note: The output information can be varied.


[bookmark: _Toc15533131]Expected Result
If native APIs are invoked successfully, the DUT passes the test. Otherwise, it is considered unqualified.
[bookmark: _Toc68720337]Application APIs invocation for native and third-party applications 
Description 
AI mobile device shall support application APIs for native and third-party applications to access CV, ASR, NLU models.
Applicability
DUT classified as an AI Mobile Device
Related core specifications 
TS.47_3.2_REQ_003
Reason for test 
To verify that AI Mobile Device can call the application APIs for native and third-party applications to access CV, ASR, NLU models.
Initial configuration 
DUT is Switched OFF.
DUT is loaded with native CV application, native ASR application and native NLU application.
DUT is loaded with third-party CV application, third-party ASR application and third-party NLU application.
DUT is loaded with CV model(s), ASR model(s), NLU model(s) and Application API test programs.
Test procedure
	Step
	Test procedure
	Expected behaviour

	1
	Switch DUT on.
	DUT is in idle mode.

	2
	Run application APIs test program for native CV application.
	The rRelated CV model API(s) is invoked successfully and the expected output is obtained from the model.
Note: After the model is determined, expected output should be specified.

	3
	Run application APIs test program for native ASR application.
	The rRelated ASR model API(s) is invoked successfully and the expected output is obtained from the model.
Note: After the model is determined, expected output should be specified.

	4
	Run application APIs test program for native NLU application.
	The Related related NLU model API(s) is invoked successfully and the expected output is obtained from the model..
Note: After the model is determined, expected output should be specified.

	5
	Repeat step 2 to 4 for corresponding third-party applications.
	All the related models APIs are invoked successfully and the expected output are obtained.
Note: After the model is determined, expected output should be specified.


Expected Result
If DUT can call the application APIs for both native applications and third-party applications to access CV, ASR and NLU model, the DUT passes the test. Otherwise, it is considered unqualified.
[bookmark: _Toc68720338]SDK Requirements
[bookmark: _Toc68720339]Prerequisites
	Preparations
	Description
	Provider

	SDK
	[bookmark: _Hlk74825617]SDK with the functions for DNN model format conversion and for Deep Learning operators customization.
	Chip vendors

	Model Format List
	A List list of DNN model formats that SDK support and can be converted to a DUT native supported format.
	Chip vendors

	DL Operator List
	List of DL operators that SDK supports.
	Chip vendors

	Test Model(s)	Comment by Di Zhang: TBD: Chip vendors recommend one.
	[bookmark: _Hlk74826640]Models in one of the formats listed inselected format from Model Format List.
	Third party or Official website

	Test Operator(s)
	Customized Deep Learning operators that are not in DL Operator List.
	TBD


	Operator Test Model
	Model that contains Test Operator, in one of the format listed in Model Format List. 
	TBD

	Conversion Test Script
	Scripts to convert test model to the native format supported by DUT.
	Third party or China Telecom

	DL Operator Test Script
	Scripts to perform Operator Test Model inference on DUTrun a list of new customized deep learning operators on DUT.
	TBD



[bookmark: _Toc68720340]DNN models conversion to the native format of DUT	Comment by Di Zhang: TBD: combine this test case with 3.1.2
Description 
AI mobile device should provide an SDK to convert DNN models from an existing format to the native format of the AI mobile device.
Applicability
DUT classified as an AI Mobile Device
Related core specifications 
TS.47_3.2_REQ_004
Reason for test 
To verify that SDK provides the functions to convert DNN models and the converted model can be successfully loaded on DUT.
Initial configuration 
DUT is Switched OFF.
DUT is loaded with SDK that has functions for DNN model conversion.
Test procedure
	Step
	Test procedure
	Expected behaviour

	1
	Run conversion test script and check the format of the converted model.
	Test model is successfully converted into a DUT supported format.

	2
	Switch DUT on.
	DUT is in idle mode.

	3
	Load the converted model on DUT.
	The converted model is successfully loaded on DUT with no exception.


Expected Result
If test model(s) is converted successfully and the converted model can successfully loaded on DUT, the DUT passes the test. Otherwise, the SDK is considered invalid.
[bookmark: _Toc68720341]New customized deep learning operators definition	Comment by Di Zhang: TBD:

Description 
AI mobile device should provide an SDK to support definition of new customized Deep Learning operators.
Applicability
DUT classified as an AI Mobile Device
Related core specifications 
TS.47_3.2_REQ_005
Reason for test 
To verify that SDK can support definition of new customized Deep Learning operators.
Initial configuration 
DUT is Switched OFF.
DUT is loaded with DL Operator Test Script.
DUT declares the new customized Deep Learning operators that SDK supports.
Test procedure
	Step
	Test procedure
	Expected behaviour

	1
	Convert the operator test model using model conversion tool and check the format of the converted model.
	The operator test model is successfully converted into a DUT supported format.

	12
	Switch DUT on.
	DUT is in idle mode.

	3
	Load the converted model on DUT.
	The converted model is successfully loaded with no exception.

	24
	Run DL Operator Test Script on DUT.
	All script-specified operators are run successfully The model is run successfully and the expected output is obtained.
Note: After the model is determined, expected output should be specified.


Expected Result
If all the new customized operators DUT declared can be successfully executed, the DUT passes the test. Otherwise, the SDK is considered invalid.
If Operator Test Model can be successfully converted and run on DUT with excepted output, the DUT passes the test. Otherwise, the SDK is considered unquanlified.
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