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1. Overview：  
This chapter is to define the test methods for smartphone biometric recognition. The scope includes facial identification, fingerprint recognition, voiceprint identification and iris identification. 

2. [bookmark: _Toc400129384][bookmark: _Toc405272377][bookmark: _Toc400435929][bookmark: _Toc389646036][bookmark: _Toc387340664][bookmark: _Toc101946534]Definition of Terms
	Term 	
	Description

	FRR (False Rejection Rate)	Comment by Di Zhang: According to ISO/IEC 19795-1, it should be false reject rate.
	Defined by ISO/IEC 19795-1: Proportion of verification transactions with truthful claims of identity that are incorrectly denied.  	Comment by Di Zhang: This reference should be included in TS.29 1.4.

	SAR (Spoof Acceptance Rate)	Comment by Di Zhang: Change to ACCPET to keep the descriptions consistent?
	Proportion of verification transactions that accepts fake biometric input incorrectly as real biometric input. 

	FAR (False Acceptance Rate)	Comment by Di Zhang: According to ISO/IEC 19795-1, it should be false accept rate.
	Defined by ISO/IEC 19795-1: Proportion of verification transactions with wrongful claims of identity that are incorrectly confirmed.  

	TAR (True Accept Rate)
	Proportion of verification transactions with truthful claims of identity that are confirmed correctly.

	AI
	Artificial Intelligence

	The model 
	The real people or the real tester.



3. Facial Identification
3.1 The technical frame of facial identification:
[image: ]
Face recognition is an AI biometric technology based on human face feature information. By using the camera to collect the image or video stream, device and automatically detect and track the face in the image, and then carry out feature recognition of the detected face. Generally, the face recognition technical frame includes these main blocks:
Image Acquisition: Device pPerformsing optical signal acquisition of user face and convertsing it into digital image information.
Face recognition: Device sSearchesing the collected image to determine whether it contains a face. If so, return the position, size and pose of the face.
Image preprocessing: Based on the face detection result, device carriesy out image compensation, gray level transformation, filtering and sharpening etc.
Key point Extraction: Device eExtractsing the geometric characteristics of the Eye, mouth, nose and other key point,. tThen builds the template based on the face characteristics.  
Living body detection: By blinking, opening mouth, shaking head, nodding and so on, device appliesusing the key point location and face tracking technology to verify whether the user is a real living person. 
Feature Extraction Comparison:
Device cComparese the extracted feature data of the face image with the feature template stored in the database, then determines the similarity and judge the identification result.

3.2 The test environment preparation:
3.2.1 The Background of the portrait:
	3.2.1.1
	Single color background without other patterns.

	3.2.1.2
	Background including natural scenery or objects, the objects can be dynamic or static.

	3.2.1.3
	Background including multiple faces, the faces can be dynamic or static.


3.2.2 The illumination of the background:
	
	The direction between light and portrait
	The intensity of the light

	3.2.2.1
	Front light
	normal light:10000lux

dark light:5 lux
Strong light:100000lux

	3.2.2.2
	Backlight
	

	3.2.2.3
	90-degree sidelight
	


3.2.3 The population samples:
	Gender distribution
	Age 
	Number of People

	Female 50%
Male 50%
	18~30  50%
	manual testing: More than 20 people.

	
	31~50  50%
	


The nationality and race are not defined in this document. Testers in different region can choose the local population for testing.
3.2.4 The distance between the camera and the face:
	
	Category
	Distance

	3.2.4.1
	Near 
	15cm 

	3.2.4.2
	Normal
	50cm

	3.2.4.3
	Far 
	1.5m


3.2.5 The angle and direction between the camera and the face:
The face keeps relatively static. Building a three-dimensional coordinate with DUT as the origin. These three axes keep orthogonal to each other. Y axis is vertical to the ground and X/Z axes are horizontal to the ground.
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                      Figure 1
Rotating the DUT along the Y axis is used to describe the scenarios when the head turns left and right or rotate the DUT in left and right direction.
Rotating the DUT along the X axis is used to describe the scenarios when the head raise up and lower down or lay the DUT on the table.
Rotating the DUT along the Z axis is used to describe the scenarios when the head crooked or the DUT screen is rotated from vertical to horizontal.

3.3 The device configuration:
The face ID function is turned on. Set the DUT to be unlocked through facial identification.
The front camera can acquire images.
The test case is applicable to the terminal device that needs to press the unlock key or power key to perform facial recognition. Not applicable to devices that can recognize faces when the screen is turned off.
3.4 The Test Cases 
3.4.1 Face Recognition Latency for vertical screen
Description
Applying the face ID to unlock the screen and test the screen unlocking speed.
Initial configuration
The DUT configuration is the same as defined in section 3.3.
The posture of the model is sitting or standing.
The DUT remains relatively static with the model.
The camera of the DUT is in front of the face. 
Use a high-speed camera to capture the DUT screen.
Test Procedure
1. Turn on the screen by pressing the unlocking key or power key on the screen or on the side of DUT.
2. Use the face to unlock the screen.
3. Check the response of the screen. If the face recognition is failed then restart this test case from the beginning.
4. Playback the testing process captured by a high-speed camera and analyze frame by frame. Record the moment as T1 when the finger finishes pressing the unlocking key or power key. Record the moment as T2 when the screen finishes unlocking.
5. Calculate the face recognition speed as t=T2-T1. 
6. Lock the screen and repeat the test step 1-5 for 5 times and calculate the average recognition speed.
7. Repeat the test step 1-6 using the scenarios 3.2.1-3.2.4 respectively.  
Expected Result
The requirement for recognition latency is decided by individuals. The lower the latency, the better the user experience.
3.4.2 Face Recognition latency for landscape screen
Description
To test the DUT can recognize the face smoothly when the DUT screen is in landscape mode.
Initial configuration
As per section 3.4.1. 
Place the DUT screen to horizontal direction. 
Test Procedure
 As per section to 3.4.1.
Expected Result
As per section 3.4.1.
3.4.3 Face Recognition latency for screen upside down scenario
Description
To test the DUT can recognize the face smoothly when the DUT screen is upside down.
Initial configuration
As per section to 3.4.1. 
Place the DUT screen upside down.
Test Procedure
 As per section to 3.4.1.
Expected Result
As per section to 3.4.1.
3.4.4 Face recognition distance sensitivity- Far distance scenario 
Description
To test the farthest distance that the DUT can recognize thea face.
Initial configuration
The DUT configuration is the same as defined in section 3.3. 
The posture of the model is sitting or standing.
The DUT remains relatively static with the model.
Apply the rear camera and the DUT is in front of the face.
Use a high-speed camera to capture the DUT screen.
Test Procedure
1. Place the DUT 0.30 cmmeter away from the model. Increase the distance for 10cm each time.
2. Turn on the screen by pressing the unlocking key or power key on the screen or on the side of DUT. Use the face to unlock the screen.
3. Check if the screen is unlocked.
3a. If it is unlocked, go to the step 4.
3b. If it is not unlocked, increase the DUT start position to 40 cm away from the model and increase the distance by 10cm until it is unlocked. When the screen is unlocked, go to step 4. 
4. Lock the screen again and increase the distance for 10cm each time until the screen fails to unlock. Record the last distance value that the screen is unlocked as N cm.
5. Lock the screen and place the DUT N cm away from the model. Repeat the test step 2 for 5 times and record the successful time as M.
6.  Record the successful time as M.
7. Lock the screen and repeat the test step 1-3 for 5 times.
8. Repeat the test step 1-54 using the scenarios 3.2.1-3.2.3 respectively and get the average value for M M of each scenario..	Comment by Di Zhang: For each scenario, it only gets one value of M, so suggest to delete ‘average’ here.
9. Check that  theM value of M for each scenario should be more than 3. If anyM  M is less than 3 then stop increasing the distance and record the last value as the far distance sensitivity. For example, when the distance is increased to 1.60 cmmeter and M  M is more than 3 but when the distance is increased to 1.70 cmmeter and M M is less than 3. Record 1.60 cmeter as the far distance sensitivity. 
Expected Result
The requirement for recognition distance sensitivity is decided by individuals. The further distance the DUT can recognize, the better the user experience.
3.4.5 Face recognition distance sensitivity- Near distance scenario 
Description
To test the nearest distance that the DUT can recognize a face.
Initial configuration
The DUT configuration is the same as defined in section 3.3.
The posture of the model is sitting or standing. 
The DUT remains relatively static with the model.
The camera of the DUT is in front of the face. 
Use a high-speed camera to capture the DUT screen.
Test Procedure
1. Place the DUT 0.at the distance that the screen is unlocked in test case 3.4.4 step 3.a or 3.b3 meter away from the model and decrease 3cm each time.    
2. Turn on the screen by pressing the unlocking key or power key on the screen or on the side of DUT. Use the face to unlock the screen.
3. Check if the screen is unlocked.	Comment by Di Zhang: In step 1, it is obvious that the start distance can unlock the screen, so are step 2&3 still needed?
4.  Lock the screen and decrease the distance for 3 cm each time until the screen fails to unlock. Record the last distance value that the screen is unlocked as N cm.
5. Lock the screen and place the DUT N cm away from the model. Repeat the test step 2 for 5 times and record the successful time as M.
6. Repeat the test step 1-5 using the scenarios 3.2.1-3.2.3 respectively and get the average value for M of each scenario.
7. Record the successful time as M.
8. Lock the screen and repeat the test step 1-3 for 5 times.
9. Repeat the test step 1-4 using the scenarios 3.2.1-3.2.3 respectively and get the average value for M.
10. Check that the value of M for each scenario M should be more than 3. If any M is less than 3 then stop decreasing the distance and record the last value as the near distance sensitivity. For example, when the distance is decreased to 0.21 metercm and M is more than 3 but when the distance is decreased to 0.18cm meter and M is less than 3. Record 0.21cm 2 meter as the near distance sensitivity. 
Expected Result
The requirement for recognition distance sensitivity is decided by individuals. The nearer distance the DUT can recognize, the better the user experience.
3.4.6 Face Recognition yaw angle sensitivity
Description
When there is a yaw angle deviation between the camera on DUT and the model, the DUT can recognize the face smoothly.
Initial configuration
The DUT configuration is the same as defined in section 3.3. The attention detection of face ID is turned off.
The posture of the model is sitting or standing.
The DUT remains relatively static with the model.
The camera of the DUT is in front of the face. The direction between the DUT and the facial is shown in the figure below. 
Use a high-speed camera to capture the DUT screen.
The distance between DUT and the model is normal distance as defined in 3.2.4.
Test Procedure
1. [bookmark: _Hlk85556875]Place the DUT in front of the model and check if it unlocks the screen. 
2. Rotate the DUT along the Y axis 10 degrees in the right directionfor 45 degree ( As shown in the figure below). 
3. Turn on the screen by pressing the unlocking key or power key on the screen or on the side of DUT. Use the face to unlock the screen. 
4. Check if the screen is unlocked. Record the successful time as M.	Comment by Di Zhang: See above.
5. Lock the screen and rotate by 10 degrees repeat the test step 1-2 for 5 timesuntil it fails to unlock. Record the last angel that the screen is unlocked..
6. RRepeat the test step 1-1-53 for 5 times and useing the scenarios 3.2.1-3.2.3 respectively and get the average  angle valuevalue for M.
7. Rotate the DUT along the Y axis 10 degrees in the left direction and repeat the test step 1-6.
8. 
If M is less than 10 then rotate the DUT along the y axis for some degree each time until M can reach 11 or more. For example, rotate the DUT along the y axis from 45 degree to 43 degree firstly and if M is still less than 10, the degree can be decrease to 41 degree. 
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Figure 2
Expected Result
The requirement for recognition yaw angle sensitivity is decided by individuals. The bigger yaw angles the DUT can recognize, the better the user experience.
3.4.7 Face Recognition pitch angle sensitivity
Description
When there is a pitch angle deviation between the camera on DUT and the model, the DUT can recognize the face smoothly.
Initial configuration
As per section to test case 3.4.64. 
Besides, rotating the DUT along the x axis for +45 degree. The direction between the DUT and the facial is shown in the figure below.
Test Procedure
As per section to test case 3.4.64. Besides, the rotating direction of DUT is along the x axis.
[image: ] [image: ]
Figure 3
Expected Result
As per section to test case 3.4.64.
3.4.8 Face Recognition roll angle sensitivity
Description
When there is a roll angle deviation between the camera on DUT and the model, the DUT can recognize the face smoothly.
Initial configuration
As per section to test case 3.4.64. 
Besides, rotating the DUT along the z axis for +45 degree. The direction between the DUT and the facial is shown in the figure below.
Test Procedure
As per section to test case 3.4.64. Besides, the rotating direction of DUT is along the z axis.
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Figure 4

Expected Result
As per section to test case 3.4.64.
3.4.9 Face Recognition accuracy rate for extreme dynamic scenarios-the recognition distance range is changing
Description
To test if the DUT can recognize the face successfully while changing the distance between DUT and model. 
Initial configuration
The DUT configuration is the same as defined in section 3.3.
The posture of the model is sitting or standing.
The camera of the DUT is in front of the face and no angle deviation as shown in figure 1. Use a high-speed camera to capture the DUT screen.
Test Procedure
1. Place the DUT 200 cmeters away from the model. Turn on the screen by pressing the unlocking key or power key on the screen or on the side of DUT. Use the face to unlock the screen. Check if the DUT screen cannot be unlocked. If the screen is unlocked then the DUT should be moved further than the DUT furthest recognition distance as obtained in test case 3.4.4.	Comment by Di Zhang: How about using the distance 10 cm further than the furthest recognition distance in test case 3.4.4 as the start distance?
2. Unlocking the screen again by pressing the unlocking key or power key. Moving the DUT closer to the model at the same instance. The moving speed is 100 cm meter per second. The moving direction is horizontal. The moving end point is 0.40 cmeter away from the model. 	Comment by Di Zhang: I’m afraid here should be ‘turn on the screen’.
3. Check whether the DUT screen can be unlocked during this dynamic procedure.
4. Lock the screen and repeat the test step 1-3 for 5 times. Record the successful time as M.
5. Repeat the test step 1-4 using the scenarios 3.2.1-3.2.3 respectively and get the average value for M.
Expected Result
The requirement is decided by individuals. The The higher the accuracy rate and the wider the distance range, the better the user experience.
3.4.10  Face Recognition accuracy rate for extreme dynamic scenarios-the recognition angle deviation is changing
Description
To test if the DUT can recognize the face successfully while changing the angle.  
Initial configuration
The DUT configuration is the same as defined in section 3.3.
The posture of the model is sitting or standing.
The distance between DUT and model is defined in section 3.2.4.2.
The camera of the DUT is in front of the face. Use a high-speed camera to capture the DUT screen.
Test Procedure
1. Place the DUT at a 45-degree rotation along the Y axis, as shown in figure 2. Turn on the screen by pressing the unlocking key or power key on the screen or on the side of DUT. Use the face to unlock the screen. Check if the DUT screen cannot be unlocked. If the screen is unlocked then the angle should be added larger.
2. Unlocking the screen again by pressing the unlocking key or power key. At the same instant, turn the DUT along the Y axis for 45 degree until the front camera should face the model directly. The moving speed is 90 degree per second. 	Comment by Di Zhang: See above.
3. Check whether the DUT screen can be unlocked during this dynamic procedure. 
4. Lock the screen and repeat the test step 1-3 for 5 times. Record the successful time as M.
5. Rotate the DUT along X axis and Z axis to repeat the test step 1-4. 
6. Repeat the test step 1-5 using the scenarios 3.2.1-3.2.3 respectively and get the average value for M.
Expected Result
The requirement is decided by individuals. The higher the accuracy rate and the The wider the angle deviation, the better the user experience.
3.4.11 Face Recognition accuracy rate for extreme dynamic scenarios-the background brightness is changing
Description
To test if the DUT can recognize the face successfully while the environment illumination is changing. 
Initial configuration
The DUT configuration is the same as defined in section 3.3.
The posture of the model is sitting or standing.
The distance between DUT and model is defined in section 3.2.4.2. No angle deviation as shown in figure 1.
The camera of the DUT is in front of the face. Use a high-speed camera to capture the DUT screen.
Test Procedure
1. The environment light is strong, the illumination is 100000lux (sunshine in summer noon). Turn on the screen by pressing the unlocking key or power key on the screen or on the side of DUT. Use the face to unlock the screen. Check if the DUT screen cannot be unlocked. If the screen is unlocked then the brightness of the background light should be brighter.	Comment by Di Zhang: Suggest to move to the ‘initial configuration’ part or change to ‘set the environment illumination to 100000lux (sunshine in summer noon)’.
2. Unlocking the screen again by pressing the unlocking key or power key. At the same instant, lower the brightness of light to a normal stage as defined in 3.2.4.2.	Comment by Di Zhang: I’m afraid here should be ‘turn on the screen, and then use the face to unlock the screen’.
3. Check whether the DUT screen can be unlocked during this dynamic procedure. 
4. Lock the screen and repeat the test step 1-3 for 5 times. Record the successful time as M.
5. Repeat the test steps 1-4 using the scenarios 3.2.1 and 3.2.3 respectively and get the average value for M.
Expected Result
The requirement is decided by individuals. The higher the accuracy rate and tThe wider the variation of intensity of brightness, the better the user experience.
3.4.12 Face Recognition accuracy rate for extreme dynamic scenarios-the facial expression is changing
Description
To test if the DUT can recognize the face successfully during changing the facial expression.
Initial configuration
The DUT configuration is the same as defined in section 3.3.
The posture of the model is sitting or standing.
The distance between DUT and model is defined in section 3.2.4.2. No angle deviation as shown in figure 1.
The camera of the DUT is in front of the face. Use a high-speed camera to capture the DUT screen.
Test Procedure
1. Make some expression that cannot be recognized by the DUT. For example, laugh with the mouth open heavily, pout, close the eyes, or eyeballs up. Check if the screen cannot be unlocked. If the screen is unlocked then make the expression more exaggerated.
2. Unlocking the screen again by pressing the unlocking key or power key and the model’s face recover to a stage without special expression. 	Comment by Di Zhang: See above.
3. Check whether the DUT screen can be unlocked during this dynamic procedure. 
4. Lock the screen and repeat the test step 1-3 for 5 times. Record the successful time as M.
5. Repeat the test steps 1-4 using the scenarios 3.2.1 to 3.2.3 respectively and get the average value for M.
Expected Result
The requirement is decided by individuals. The higher the accuracy rate and tThe higher number of different facial expressions, the better the user experience.
3.4.13 Face Recognition accuracy rate for static scenarios- heavy make-up or hair covered one eye
Description
To test the face recognition TAR when the model puts on heavy make-up or the hair covers one eye or half of the cheek is blocked.
Initial configuration
The DUT configuration is the same as defined in section 3.3.
The posture of the model is sitting or standing.
The distance between DUT and model is defined in section 3.2.4.2. No angle deviation as shown in figure 1.
The camera of the DUT is in front of the face. Use a high-speed camera to capture the DUT screen.
Test Procedure
1. The model puts on heavy make-up. Unlocking the screen by pressing the unlocking key or power key. Use the face to unlock the screen.	Comment by Di Zhang: See above.
2. Lock the screen and repeat the test step 1 for 5 times. Record the successful time as M. The TAR=M/5*100%
3. Repeat the test steps 1-2 using the scenarios 3.2.1 to 3.2.3 respectively and get the average value for TAR.
4. Similarly, apply these test steps and check the scenarios when hair covers one eye or half of the cheek is blocked.
Expected Result
The requirement is decided by individuals. The higher the TAR, the better the user experience.
3.4.14 Face Recognition accuracy rate for static scenarios-lying down posture or bowing posture
Description
To test the face recognition TAR when the model is lying or bowing head.
Initial configuration
The DUT configuration is the same as defined in section 3.3.
Use a high-speed camera to capture the DUT screen.
Test Procedure
1. The model is lying flat as shown in figure 5.
2. The distance between DUT and the model is 50cm (as defined in 3.2.4.2) and no angle deviation.
3. Turn on the screen by pressing the unlocking key or power key on the screen or on the side of DUT. Use the face to unlock the screen.
4. Lock the screen and repeat the test step 3 for 5 times. Record the successful time as M. The TAR=M/5*100%.
5. Repeat the test steps 1-2 4 using the scenarios 3.2.1 to 3.2.3 respectively and get the average value for TAR.
6. Similarly, apply these test steps and check the scenario when the model is lying sideways, check or  the scenario when the DUT is placed on table and model bows the head (as shown in figure 6).
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Figure 5                            Figure 6  
Expected Result
The requirement is decided by individuals. The higher the TAR, the better the user experience.
3.4.15 Face Recognition anti-spoof ability- glasses with tricked eye
Description
To test the face recognition SAR when the model is wearing a special glass., The glasses which are pasted with black tape and white dots in the middle on of the lenses to imitate the eyes. Since some DUT doesn’t extract 3D information from the eye frame area when wearing glasses this test case can help improving device anti-spoof ability.
[image: ]
Figure 7
Initial configuration
The DUT configuration is the same as defined in section 3.3.
The posture of the model is sitting or standing.
The distance between DUT and model is defined in section 3.2.4.2. No angle deviation as shown in figure 1.
The camera of the DUT is in front of the face. Use a high-speed camera to capture the DUT screen.
Test Procedure
1. The model puts on the glasses that shown on the figure 7 above.
2. Turn on the screen by pressing the unlocking key or power key on the screen or on the side of DUT. Use the face to unlock the screen. Check if the screen can be unlocked.
3. Repeat the test step 1 for 5 times and record the successful time as M. The SAR=M/5*100% 
4. Repeat the test steps 1-3 using the scenarios 3.2.1 to 3.2.3 respectively and get the average value for SAR.
Expected Result
The requirement is decided by individuals. The lower the SAR, the better the user experience.
3.4.16 Face Recognition anti-spoof ability- fake face model (3D printing, high resolution photo, videos)   
Description 
To test the face recognition SAR when applying 3D printing, high resolution photo or videos instead of model. 
Initial configuration
The DUT configuration is the same as defined in section 3.3.
The posture of the model is sitting or standing.
The distance between DUT and model is defined in section 3.2.4.2.
The camera of the DUT is in front of the face. Use a high-speed camera to capture the DUT screen.
Test Procedure
1. The DUT is in front of the face. Unlock the screen when by applying the fake face models and check if the screen can be unlocked.
2. Repeat the test step 1 for 5 times and record the successful time as M. The SAR=M/5*100% 
3. Repeat the test steps 1-2 using the scenarios 3.2.1 to 3.2.3 respectively and get the average value for SAR.
4. Turn the DUT along x, y, z axis for 30 degree and repeat the test steps again.  
	Faked Face Models 

	2D photos: apply inkjet or laser printer to print the high-resolution photo.

	Photo on mobile: Mobile device display of face photo. 

	Video: Video display of the registered face. Video resolution should be no less than 1080p. 

	3D face masks: the material can be paper, silicon, plastic or other types; production accuracy is less than 5 mm.


Expected Result
The requirement is decided by individuals. The expected SAR should be zero for 2D photos and videos. For 3D face masks the lower the SAR, the better the user experience.
3.4.17 Face Recognition- FAR and FRR 
Description
To test the face recognition FAR and FRR when DUT is in idle mode.
Initial configuration
The DUT configuration is same as defined in section 3.3.
The posture of the model is sitting or standing.
The DUT remains relatively static with the face.
The camera of the DUT is in front of the face and no angle deviation as shown in figure 1.
The background of the face is as defined in 3.2.1.2.
The illumination of the background is normal light as defined in 3.2.2.
The distance between DUT and the model is normal distance as defined in 3.2.4. 
The population sample is labeled as v(i), where where i = belongs to {1 ~to n}, where n  n is the total number of the population samples.

Test Procedure
1. Switch on DUT and lock the screen.
2. For each v(i), use its face to unlock the screen for [m] times.
3. Check the response of the screen and record the unsuccessful time as MX(i).
4. Calculate the FRR as /mn. 
5. Lock the screen. For each v(i), use the rest n-1 population sample’s face to unlock the screen.
6. Check the response of the screen and record the successful time as XM1. 
7. Repeat step 6 for [2] times, record the successful time as XM2 and XM3.
8. Calculate the FAR as (XM1+XM2+XM3)/(n*3*(n-1)).
Expected Result
The requirement for FAR and FRR is decided by individuals. The lower the FAR and FRR simultaneously, the better the user experience and security.

4. [bookmark: _Hlk79688461]Fingerprint Identification
4.1 The technical frame of fingerprint identification:
[image: ]
Generally, the technical frame includes these main blocks:
Data collection: The fingerprint sensor obtains the fingerprint image. The fingerprint sensors on commercial terminals can be divided into three categories: Capacitive sensors, optical sensors and ultrasonic sensors. The fingerprint sensor can be integrated on the front side of the DUT (above or below the touch screen), the rear side of the DUT and the side of the DUT. Since the sensor technology, screen light transmittance and AI algorithms are completely different on different terminals, this guideline will evaluate the fingerprint identification performance from the perspective of user experience.
Fingerprint image enhancement: Preprocess the original image including image segmentation, image enhancement and refinement.
Feature Extraction: Find the details from the image including the end point of the fingerprint, divergence point, intersection point, direction information so as to extract the feature data.
Living Body Detection: Apply AI machine learning algorithm to compare the true and false fingerprint images.
Match and Compare: Compare the extracted feature data with the feature template stored in the database, then determine the similarity and judge the identification result.
4.2 Test Environment:
4.2.1 The illumination of the test environment: (The performance of fingerprint optical sensors will be affected by the environment illumination).
Strong light environment: 100000lux 
Normal light environment: 10000lux
4.2.2 The relative humidity of the test environment: (The performance of fingerprint optical sensors and ultrasonic sensors will be affected by the environment humidity).
Dry and cold environment: temperature is -10 °C and relative humidity is 10% RH
Dry and hot environment: temperature is 35 °C and relative humidity is 10% RH
Normal humidity environment: temperature is 20 °C and relative humidity is 50% RH 
4.2.3 The temperature of the test environment: (The performance of fingerprint optical sensors and ultrasonic sensors will be affected by the environment temperature especially for the cold scenarios).
Extremely Cold environment: temperature is -15 °C and relative humidity is 40%
Cold environment: temperature is -5 °C and relative humidity is 40%
Normal temperature environment: temperature is 20 °C and relative humidity is 40% RH
4.2.4 The population samples:
	Gender distribution
	Age 
	Number of People

	Female 50%
Male 50%
	18~30  50%
	manual testing: More than 20 people.

	
	31~50  50%
	


The finger sample direction:
	Finger sample direction 
The angle between the finger and the touch screen:
	Example

	0 degree (the whole finger presses on the screen unlocking key or power key)
	[image: ]

	0 degree (half of the finger presses on the screen unlocking key or power key)
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	45 degree (right side)
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	45 degree (left side)
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	45 degree (upside)
	[image: ]


4.3 The device configuration:
The fingerprint identification function is turned on. Set the DUT to be unlocked through fingerprint identification.
Use a high-speed camera to capture the process.
4.4 The Test Cases 
4.4.1 The Fingerprint Recognition Latency-The Screen is Turned on 
Description
Applying the fingerprint to unlock the screen and test the screen unlocking speed. The status of the touch screen is on. This test case is suitable for devices that don’t support fingerprint identification under dark screen (For example, the virtual fingerprint scheme needs the cooperation of screen light to complete the fingerprint information collection).
Initial configuration
The DUT configuration is the same as defined in section 4.3.
The illumination of the test environment is normal light environment.
The humidity of the test environment is normal.
The temperature of the test environment is normal.
Test Procedure
1. Turn on the touch screen and ensure the status of the screen is turned on and locked.
2. Unlocking the screen by pressing the fingerprint unlock key on the touch screen side of DUT, or on the side of the DUT, or on the rear side of DUT.
3. Check the response of the screen. If the fingerprint recognition is failed then restart this test case from the beginning.
4. Playback the testing process captured by a high-speed camera and analyze frame by frame. Record the moment as T1 when the finger finishes pressing the fingerprint unlock key. Record the moment as T2 when the screen finishes unlocking. (If the fingerprint unlock key is located on the rear side of the DUT, the mirror can be used to reflect the gesture of finger movement and help the high-speed camera capture the action.)
5. Calculate the fingerprint recognition speed as t=T2-T1. 
6. Lock and turn off the screen and repeat the test step 1-54 for 5 times and calculate the average recognition speed.
7. Repeat the test step 1-6 using the scenarios that were defined in 4.2.4 respectively.  
Expected Result
The requirement for recognition latency is decided by individuals. The lower the latency, the better the user experience.
4.4.2 The Fingerprint Recognition Latency-The Screen is Turned off 
Description
Applying the fingerprint to unlock the screen and test the screen unlocking speed. The status of the touch screen is turned off. This scenario is suitable for the devices that support fingerprint identification under dark screen. (For example: devices with with capacitive sensors and ultrasonic sensors entity fingerprint key).
Initial configuration
The DUT configuration is the same as defined in section 4.3.
The illumination of the test environment is normal light environment.
The humidity of the test environment is normal.
The temperature of the test environment is normal.
Test Procedure
1. Ensure the DUT screen is turned off. 
2. Unlocking the screen by pressing the fingerprint unlock key on the touch screen side of DUT, or on the side of the DUT, or on the rear side of DUT.
3. Other procedures please take reference to test case 4.4.1. 
Expected Result
As per section to test case 4.4.1.
4.4.3 Fingerprint Recognition Latency- Payment Application Scenarios
Description
Applying the fingerprint to verify the payment on DUT and test the verification speed. The payment application could be Samsung Pay, Huawei Pay, PayPal or Alipay or other applications.   
Initial configuration
The DUT configuration is the same as defined in section 4.3.
The illumination of the test environment is normal light environment.
The humidity of the test environment is normal.
The payment verification on DUT is set to be fingerprint verification.
The temperature of the test environment is normal.
Test Procedure
1. Turn on the DUT payment application and start the payment action.
2. Apply the fingerprint for the payment verification.
3. Check the response of the screen. If the fingerprint verification is failed then restart this test case from the beginning.
4. Playback the testing process captured by a high-speed camera and analyze frame by frame. Record the moment as T1 when the finger finishes pressing the payment fingerprint verification key. Record the moment as T2 when the payment verification finishes (Note: not the payment transection transaction time point).
5. Calculate the fingerprint recognition speed as t=T2-T1. 
6. Lock and turn off the screen and repeat the test step 1-5 for 5 times and calculate the average recognition speed.
7. Repeat the test step 1-6 using the scenarios defined in 4.2.4 respectively.  
Expected Result
The requirement is decided by individuals. The lower the latency, the better the user experience. 
4.4.4 Fingerprint Recognition Latency- Application Login Scenarios
Description
Applying the fingerprint to login the application on DUT and test the application login speed. The application could be local application like Message or third-party application like WeChat, Taobao, etc. 
Initial configuration
As per test case 4.4.3
Test Procedure
As per test case 4.4.3
Expected Result
As per test case 4.4.34
4.4.5 Fingerprint Recognition Accuracy Rate for Extreme Environment-Strong light Scenario
Description
To test the fingerprint recognition TAR when unlocking the screen under strong light environment. This test case is applicable for DUT that use optical fingerprint sensors.
Initial configuration
The DUT configuration is the same as defined in section 4.3.
The illumination of the test environment is strong light environment as defined in 4.2.1.
Test Procedure
1. Unlocking the screen by pressing the fingerprint unlock key on the touch screen side of DUT, or on the side of the DUT, or on the rear side of DUT.
2. Lock the screen and repeat the test step 1 for 5 times. 
3. Record the successful time as M. The TAR=M/5*100%.
4. Repeat the test steps 1-3 using the scenarios as defined in 4.2.4 respectively and get the average value for TAR value.
Expected Result
The requirement is decided by individuals. The higher the TAR, the better the user experience.
4.4.6 Fingerprint Recognition Accuracy Rate for Extreme Environment-Dry Humidity Scenario
Description
To test the fingerprint recognition TAR when unlocking the screen under dry humidity environment. This test case is applicable for devices with capacitive fingerprint recognition sensors and optical fingerprint recognition sensors.
Initial configuration
The DUT configuration is the same as defined in section 4.3.
The humidity of the test environment is dry environment as defined in 4.2.2.
Test Procedure
As per section to test case 4.4.5.
Expected Result
As per section to test case 4.4.5.
4.4.7 Fingerprint Recognition Accuracy Rate for Extreme Environment-Cold Scenario
Description
To test the fingerprint recognition TAR when unlocking the screen under cold environment. This test case is applicable for devices with all types of fingerprint sensor.
Initial configuration
The DUT configuration is the same as defined in section 4.3.
The temperature of the test environment is cold environment as defined in 4.2.3.
Test Procedure
As per section to test case 4.4.5.
Expected Result
As per section to test case 4.4.5.
4.4.8 Fingerprint Recognition Accuracy Rate when Water and Oil are stuck on Finger 
Description
To test the fingerprint recognition TAR when unlocking the screen. The finger is stained with water or oil or dust. This test case is applicable for devices with all types of fingerprint sensor. 
Initial configuration
The DUT configuration is the same as defined in section 4.3.
The illumination of the test environment is normal light environment.
The humidity and temperature of the test environment is normal.
The finger is stained with water or oil or dust. The amount of water or oil or dust is 1ml. To ensure the interference objects can be distributed uniformly on the finger, a dropper can be used to drop the interference objects evenly on fingers. 
Test Procedure
As per section to test case 4.4.5.
Expected Result
As per section to test case 4.4.5.
4.4.9 Fingerprint Recognition Accuracy Rate for Extreme Environment- Insulation Scenario
Description
This test case is applicable for devices using capacitive fingerprint identification sensor, since the user's conductivity will affect the performance of DUT fingerprint Itidentification. It is necessary to test the fingerprint recognition TAR when the tester is standing or lying on a chair or bed that made of insulated material. 
Initial configuration
The DUT configuration is the same as defined in section 4.3.
The illumination of the test environment is normal light environment.
The humidity and temperature of the test environment is normal.
The tester standing or lying on a wood/plastic chair or bed.
Test Procedure
As per section to test case 4.4.5.
Expected Result
As per section to test case 4.4.5.
4.4.10 Fingerprint Recognition anti-spoof ability- 3D fake finger model
Description 
To test the fingerprint recognition SAR when applying 3D fake model instead of a real finger. 
Initial configuration
The DUT configuration is the same as defined in section 4.3.
The illumination of the test environment is normal light environment.
The humidity and temperature of the test environment is normal.
Test Procedure
1. Unlock the screen when applying the 3D fake model finger and check if the screen can be unlocked.
2. Repeat the test step 1 for 5 times and record the successful time as M. The SAR=M/5*100% 
3. Repeat the test steps 1-2 using the scenarios 4.2.4 respectively and get the average value for SAR.
Expected Result
The requirement is decided by individuals. The lower the SAR, the better the user experience.

5. Voice Identification 
5.1 The technical frame of voiceprint identification:
[image: ]The The voice spectrum, voice rhythm and tone characteristics of each person's speech are differentvaried from people to people. Device can identify user by applying and analyzing the voiceprint characteristic information. The voiceprint recognition process is divided into Voiceprint Enrollment & Training process and Voiceprint Identification. 
Voiceprint enrollment and training process: The device prompts user to read specific text and records user's voice information. The device converts the acoustic signal into digital signal. Then the voiceprint feature information is extracted. The AI model and algorithm are applied and trained to form the a unique voiceprint as the user’s identity. Finally, the trained model and voiceprint are stored in the voiceprint database.
Voiceprint Identification process: The user speaks the specific text for identity verification. The device detects the voice and then converts the acoustic signal into digital signal. Next, the voiceprint key point feature information is extracted. The AI model is applied to form the voiceprint, and then the voiceprint is compared and matched according to the stored voice training databases. If necessary, the living body detection is applied to avoid cracking identity authentication using the recorded voice. Finally, device will show the result of identification.
5.2 Test Environment:
The test environment preparation, for example the background noise, the target voice source distance, the voice source speed/frequency/tone should take reference to section 6.1.2.
5.3 The Device Configuration:
The microphone function is allowed on DUT.
The voiceprint identification function is turned on. Set the DUT to be unlocked through voiceprint identification.
5.4 The Test Cases
5.4.1 The Voiceprint Recognition Latency- Various background noise Scenarios
Description
Applying the voiceprint to unlock the application and test the unlocking speed. 
Initial configuration
The DUT configuration is the same as defined in section 5.3.
The background noise scenarios are defined in sections 6.1.2.1 - 6.1.2.3.
The target voice source distance scenarios are defined in sections 6.1.2.4 and 6.1.2.5. 
The voice source age group is defined in 6.1.2.8.
Test Procedure
1. Unlocking a certain application by sayingpeak the specific text that is used for identity verification.
2. Check the response of the screen. If the voiceprint recognition is failed then restart this test case from the beginning.
3. Record the moment as T1 when the tester or artificial mouth finishes speaking. Record the moment as T2 when the application is displayed completely. The high-speed camera will produce two files: the audio file and video file. Based on the sentence that the device recognized, playback the audio file with a professional audio editor and observe the acoustic waveform to get the T1. Playback the video file and observe the DUT screen status frame by frame to get the T2.
4. Calculate the voiceprint recognition speed as t=T2-T1. 
5. Lock and turn off the screen and repeat the test step 1-4 for 5 times and calculate the average recognition speed.	Comment by Di Zhang: Why need this action?
This test case is for unlocking the application. 
6. Repeat the test step 1-5 using the scenarios TS.29 1006 6.1.2.1 - 6.1.2.3 and 6.1.2.4 - 6.1.2.5 respectively to fulfill different background noise.  
Expected Result
The requirement for recognition latency is decided by individuals. The lower the latency, the better the user experience.
5.4.2 The Voiceprint Recognition Accuracy Rate- Fast Speaking Speed
Description
To test the voiceprint recognition TAR when unlocking the application with fast speaking speed.
Initial configuration
The DUT configuration is the same as defined in section 5.3.
The background noise scenarios are defined in sections 6.1.2.1.
The target voice source distance scenarios are defined in sections 6.1.2.4. 
The voice source group is defined in 6.1.2.8.
Test Procedure
1. Unlocking the screen by sayingpeak the specific text that is used for identity verification. The speed should be faster than normal speed. (E.g., 240 words per minutes). 	Comment by Di Zhang: It should be changed as this test case is also for unlocking the application.
2. Lock the screen and repeat the test step 1 for 5 times. 	Comment by Di Zhang: See above.
3. Record the successful time as M. The TAR=M/5*100%.
4. Repeat the test steps 1-3 and get the average value for TAR.
Expected Result
The requirement is decided by individuals. The higher the TAR, the better the user experience.
5.4.3 The Voiceprint Recognition Accuracy Rate- Speaker Changes the Tone during Speaking
Description
To test the voiceprint recognition TAR when the speaker changes the tone during speech.
Initial configuration
As per section to test case 5.4.2.
Test Procedure
1. Unlocking the application by sayingpeak the specific text that used for identity verification. During speaking, the speaker should change the tone. For a real person tester, the tester can change the mood from normal to roar, sob, laugh. For an artificial head, change the pronunciation frequency from normal to high pitch or low pitch.
2. Lock the screen and repeat the test step 1 for 5 times. 	Comment by Di Zhang: See above.
3. Record the successful time as M. The TAR=M/5*100%.
4. Repeat the test steps 1-3 and get the average value for TAR.
Expected Result
The requirement is decided by individuals. The higher the TAR, the better the user experience.
5.4.4 The Voiceprint Recognition Accuracy Rate- Apply external microphone as the acoustic channel
Description
To test the voiceprint recognition TAR when applying external microphone to collect the voice. For example, the microphone equipped with the earphone. It is recommended to use the original external microphone sold together with the DUT or supplied by the same manufactory.
Initial configuration
As per section to test case 5.4.2.
Test Procedure
1. Unlocking the screen by saypeaking the specific text that is used for identity verification. 	Comment by Di Zhang: See above.
2. Lock the screen and repeat the test step 1 for 5 times. 	Comment by Di Zhang: See above.
3. Record the successful time as M. The TAR=M/5*100%.
4. Repeat the test steps 1-3 and get the average value for TAR.
Expected Result
The requirement is decided by individuals. The higher the TAR, the better the user experience.
5.4.5 The Voiceprint Recognition Anti-Spoof Ability- Recorded Fake Voice
Description 
To test the voiceprint recognition SAR when applying recorded fake voice instead of a real speaker. 
Initial configuration
As per section to test case 5.4.2.
Test Procedure
1. Unlock the screen when applying the recording fake voice and check if the screen can be unlocked.	Comment by Di Zhang: Use the voiceprint to unlock the screen is not common, suggest to change it.
2. Repeat the test step 1 for 5 times and record the successful time as M. The SAR=M/5*100% 
3. Repeat the test steps 1-2 and get the average value for SAR.
Expected Result
The requirement is decided by individuals. The lower the SAR, the better the user experience.
6. Iris Identification 
6.1 The technical frame of iris identification:
[image: ]
The uniqueness, stability and unchangeable characteristics of human iris can be used as a good basis of identity identification. Mobile phone extracts the iris feature and applies AI algorithm to compare the identity for users. The process contains these main blocks:
The iris image acquisition: The camera captures the human eyes image and then transmits the data to the image preprocessing part.
Image preprocessing: Iris registration is used to locate the inner ring and outer ring of iris to the iris region accurately. Adjust the image size, brightness, contrast and smoothness to enhance the iris feature information.
Key point Extraction: AI algorithms are used to extract the iris feature information required for identity recognition.
Feature Extraction Comparison: The extracted iris feature is compared with the stored templates in the database, then it determines the similarity and judges the identification result.
In the iris recognition scene currently counterfeiting is difficult and costly, so the security of iris identification is very good. However, there are few smartphones supporting this function at present, because the user experience of iris recognition is not as good as the above three kinds of identification. The reason is the iris identification scheme requires that the distance and shooting angle between the mobile phone and the eye should be kept within the specified range (25-30cm, and the camera should be parallel to the eye), when the angle and distance of the user holding the mobile phone deviate from the regulations, the smoothness and delay will affect the user experience. Besides, strong light directly into the eyes or wearing glasses will also affect the iris identification FRR.The uniqueness, stability and unchangeable characteristics of human iris can be used as a good basis of identity identification. Mobile phone extract the iris feature and apply AI algorithm to compare the identity for users. The process contains these main blocks:
The iris image acquisition: The camera captures human eyes image, and then transmits to the image preprocessing part.
Image preprocessing: Iris registration is used to locate the inner ring and outer ring of iris to the iris region accurately. Adjust the image size, brightness, contrast and smoothness to enhance the iris feature information.
Key point Extraction: AI algorithm is used to extract the iris feature information required for identity recognition.
Feature Extraction Comparison: The extracted iris feature is compared with the stored templates in the database, then determine the similarity and judge the identification result.
In the iris recognition scene currently, counterfeiting is difficult and costly, so the security or iris identification is very good. However, there are few smartphones supporting this function at present, because the user experience of iris recognition is not as good as the above three kinds of identification. The reason is the iris identification scheme requires that the distance and shooting angle between the mobile phone and the eye should be kept within the specified range (25-30cm, and the camera should be parallel to the eye), when the angle and distance of the user holding the mobile phone deviate from the regulations, the smoothness and delay will affect the user experience. Besides, strong light directly into the eyes or wearing glasses will also affect the iris identification FRR.
6.2 The Test Environment:
The illumination of the background: take reference to 3.2.2.
The population samples: take reference to 3.2.3.
6.3 The Device Configuration:
The camera function is allowed on DUT. The camera of the DUT is in front of the face.
The iris identification function is turned on. Set the DUT to be unlocked through iris identification.
The distance between DUT and the model is within the required iris recognition distance of DUT.
The test cases are applicable to the terminal device that needs to press the unlock key or power key to perform facial recognition. Not applicable to devices that can recognize iris when the screen is turned off.
6.4 The Test Cases:
6.4.1  The Iris Recognition Latency
Description
Applying the iris feature to unlock the screen and test the screen unlocking speed. 
Initial configuration
The DUT configuration is the same as defined in section 6.3.
The camera of the DUT is in front of the face.
Test Procedure
1. The DUT screen is placed in the front of the face. Turn on the screen by pressing the unlocking key or power key on DUT. Apply iris recognition to unlock the screen.
2. Check the response of the screen. If the iris recognition is failed then restart this test case from the beginning.
3. Playback the testing process captured by a high-speed camera and analyze frame by frame. Record the moment as T1 when the finger finishes pressing the unlocking key or power key. Record the moment as T2 when the screen finishes unlocking.
4. Calculate the voiceprint recognition speed as t=T2-T1. 
5. Lock and turn off the screen and repeat the test step 1-4 for 5 times and calculate the average recognition speed.
6. Repeat the test step 1-5 using the scenarios 3.2.2 and 3.2.3 respectively to fulfill different environment scenarios.
7. Similarly, apply these test steps and check the scenario when the model is lying sideways or, check the scenario when the DUT is placed on table and model bows the head (as shown in figure 6).
Expected Result
The requirement for recognition latency is decided by individuals. The lower the latency, the better the user experience.
6.4.2 Iris Recognition yaw angle sensitivity
Description
When there is a yaw angle deviation between the camera on DUT and the model, the DUT can verify the user identity of the iris smoothly.
Initial configuration
The DUT configuration is the same as defined in section 6.3.
The direction between the DUT and the facial is shown in the figure  below8. 
Test Procedure
1. Place the DUT in front of the model and check if it unlocks the screen. 
2. Rotate the DUT along the Y axis 10 degrees in the right direction (As shown in the figure below). 
3. Turn on the screen by pressing the unlocking key or power key on the screen or on the side of DUT. Use the iris to unlock the screen. 
4. Check if the screen is unlocked. 	Comment by Di Zhang: See above.
5. Lock the screen and rotate by 10 degrees until it fails to unlock. Record the last angel that the screen is unlocked.
6. Repeat the test step 1-5 for 5 times and use the scenarios 3.2.1-3.2.3 respectively and get the average angle value.
7. Rotate the DUT along the Y axis 10 degrees in the left direction and repeat the test step 1-6.
1. Rotate the DUT along the Y axis for 45 degree (As shown in the figure below). Turn on the screen by pressing the unlocking key or power key on DUT. Apply iris recognition to unlock the screen.
2. Check if the screen is unlocked. 
3. Lock the screen and repeat the test step 1-2 for 5 times.
Repeat the test step 1-3 using the scenarios 3.2.2 and 3.2.3 respectively and get the average value for M.
4. If M is less than 10 then rotate the DUT along the y axis for some degree each time until M can reach 11 or more. For example, rotate the DUT along the y axis from 45 degree to 43 degree firstly and if M is still less than 10, the degree can be decrease to 41 degree. 
[image: ][image: ]
Figure 8
Expected Result
The requirement for iris recognition yaw angle sensitivity is decided by individuals. The bigger yaw angles the DUT can recognize, the better the user experience.
6.4.3 Iris Recognition pitch angle sensitivity
Description
When there is a pitch angle deviation between the camera on DUT and the model, the DUT can recognize the iris smoothly.
Initial configuration
As per section to test case 6.4.2. 
Besides, rotating the DUT along the x axis for +45 degree. The direction between the DUT and the facial is shown in the figure below.
Test Procedure
As per section to test case 6.4.2. Besides, the rotating direction of DUT is along the x axis.
[image: ] [image: ]
Figure 9
Expected Result
As per section to test case 6.4.2.
6.4.4 Iris Recognition roll angle sensitivity
Description
When there is a roll angle deviation between the camera on DUT and the model, the DUT can recognize the iris smoothly.
Initial configuration
As per section to test case 6.4.2. 
Besides, rotating the DUT along the z axis for +45 degree. The direction between the DUT and the facial is shown in the figure below.
Test Procedure
As per section to test case 6.4.2. Besides, the rotating direction of DUT is along the z axis.
[image: ][image: ]
Figure 10

Expected Result
As per section to test case 6.4.2.
6.4.5 The Iris Recognition FRR  – extreme scenarios   
Description
Applying the iris feature to unlock the screen when users are wearing glasses, sunglasses and t and test the false rejection rate.
Initial configuration
The DUT configuration is the same as defined in section 6.3.
The camera of the DUT is in front of the face.
Test Procedure
1. The model is wearing a pair of glasses. The DUT screen is placed in the front of the face. Turn on the screen by pressing the unlocking key or power key on DUT. Apply iris recognition to unlock the screen. 
2. Lock the screen and repeat the test step 3 for 5 times. Record the unsuccessful time as MX. The FRR=XM/5*100%.
3. Repeat the test steps 1-2 using the scenarios 3.2.2 and 3.2.3 respectively and get the average value for FRR.
4. Similarly, check if the DUT can recognize the iris successfully when the model is  wearings the sunglasses.
Expected Result
The requirement for recognition latency is decided by individuals. The lower the FRR, the better the user experience.


image2.png
Ul / Upper layer application

r;)\j Face Image Pre- Key Point Living Body Feature Extraction
L V) | Recognition processing Extraction Detection Comparison

!

Image Acquisiti





image3.png
Pitch Roll

angel (x. y. z)




image4.png




image5.png
Pitch Roll

X angel (0, -45~+45,0)




image6.png
Roll

angel (-45~+45,0,0)




image7.png
angel

Roll

(0,0, (-45~+45)




image8.png




image9.png




image10.png




image11.png
Sensor to detect Data Collection Fingerprint Image Living Body
the fingerprint || Enhancement Detection
e Feature Exraction

)

Matching &Compare
the feature.

Fingerprint unlocking

[ Resuit (v/N)

Matching the
templates &databases.





image12.png




image13.png




image14.png




image15.png




image16.png




image17.png
Voice
Collection

L

Convert from

Acoustic to Digital
& -
1

Voiceprint Feature
Extraction

Apply Al Model and
algorithm to form voiceprint

Voiceprint Enroliment & Training

»

Voiceprint Key Point
Extraction

-

Voice Training

&bases

Model construction to
form voiceprint

Voiceprint Identification

Comparing and
Matching the Voiceprint

Living Body Detection

Voiceprint Verify
Result (Y/N)





image18.png
Iris Image
Acquisition

Image Pre-processing

Key Point
Extraction

Feature Extraction
Comparison

O





image1.png
GSMA





