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Summary of the Proposed Document Change(s) or Addition(s):
1. [bookmark: _Hlk16261523]Added definitions for missing terms used in the PRD.
2. Updated description of existing definitions.
3. Corrected reference to AI study report.
Benefits as a Result of the Changes
1. Reader has explanation of the terms used in the PRD.
2. Clearer definitions.
Assessment of the Impact
Improved definitions table.
Analysis of the Device Hardware Implication
No impact.
Analysis of the Device Software Implications
No impact.
Analysis of the Compliance Test & Interop Implications
No impact.
New Referenced Documents Resulting from Change
No impact.
Attachments
None.


Start of Proposed Document Change(s) or Addition(s)
[bookmark: _Toc16506717][bookmark: _Toc11071576]1.1 Purpose
This specification allows the mobile industry to design, develop, and test a new type of mobile terminal called an Artificial Intelligence (AI) Mobile Device.  
This specification defines the normative baseline AI Mobile Device covering use-cases, applications, requirements and technology to accelerate the deployment of AI technology across the industry for Mobile Network Operators, devices and component manufacturers. 
This specification contains normative and informative sections. Unless otherwise specified, all sections are normative.
The explanation and background information for this specification is available in the GSMA AI Mobile Device Guidelines Study Report 2018 [i.6]. (link) 
Start of next Proposed Document Change(s) or Addition(s)
[bookmark: _Toc327447333][bookmark: _Toc327548001][bookmark: _Toc327548201][bookmark: _Toc15276158][bookmark: _Toc11071578]1.3  Definition of Terms
	Term 
	Description

	Deep Learning
	Deep learning is an approach to creating rich hierarchical representations through the efficient training of architectures with arbitrarily many layers. Deep learning uses multi-layered networks of simple computing units (or “neurons”). In these neural networks each unit combines a set of input values to produce an output value, which in turn is passed on to other neurons downstream. Neural networks in Deep learning are composed of several hidden layers. 
[Ref: ISO/IEC 23053, 3.x]

	Deep Neural Network (DNN)
	A Deep Neural Network (DNN) is a created using the Deep Learning techniques defined above.

	Facial Photo Enhancement
	An application that can do one or more of the following: remove spots, reduce wrinkles, reshape facial features (such as lips, nose, cheeks, ears etc.), remove dark circles, and alter skin tone and other common imperfections when taking selfies.

	OPS
	Operations Per Second
Operations of OPS only refers to multiply-accumulate (MAC) operations, not including input, output and other operations, and typically 1 MAC operation = 2 Deep Learning OPS; The number of MACs needed to compute an inference on a single image is a common metric to measure the efficiency of the model. The widths of the integer matrix multiplication vary by architecture, dedicated hardware and supported topologies. Any claimed TOPS number depends on several assumptions such as frequency, number of MACs and various other hardware specifications.  The detailed TOPS evaluation protocol is specified in the TSG-AI Test Book specification associated with this standard.

	OPS/w
	OPS per watt extend that measurement to describe performance efficiency.

	TensorFlow
	TensorFlow is an end-to-end open source platform for machine learning. It has a comprehensive, flexible ecosystem of tools, libraries and community resources that lets researchers push the state-of-the-art in ML and developers easily build and deploy ML powered applications. (https://www.tensorflow.org/).Google's second-generation AI learning system derived from DistBelief, which supports distributed computing of heterogeneous devices and can automatically run models on various platforms. (Add references)

	TensorFlow Lite
	TensorFlow Lite is an open source deep learning framework for on-device inference. (https://www.tensorflow.org/lite).An upgraded version of the TensorFlow Mobile API for generating  lightweight machine learning solutions for smart devices and embedded devices.

	Native API
	APIs provided by the device manufacturer for access to AI hardware (e.g., NPU, CPU, GPU and DSP).

	Native Application
	An application that is pre-installed by the device manufacturer.

	Third-party Applications
	An application installed by the user.

	Software Framework
	A software framework is a universal, reusable software environment that provides particular functionality as part of a larger software platform to facilitate development of software applications, products and solutions. Software frameworks may include support programs, compilers, code libraries, tool sets, and application programming interfaces (APIs) that bring together all the different components to enable development of a project or system.


[bookmark: _Toc327447334][bookmark: _Toc327548002][bookmark: _Toc327548202][bookmark: _Toc15276159][bookmark: _Toc11071579]1.4 Abbreviations
	Term 
	Description

	AI
	Artificial Intelligence

	API
	Application Programming Interface

	AR
	Augmented Reality

	ASR
	Automatic Speech Recognition

	Caffe
	Convolutional Architecture for Fast Feature Embedding

	Caffe2
	Caffe2 is a deep learning framework that provides an easy and straightforward way for experimentation with deep learning by using community contributions of new models and algorithms. Users bring their creations to scale using the power of GPUs in the cloud or to the masses on mobile with Caffe2’s cross-platform libraries. (https://caffe2.ai/docs/caffe-migration.html).Lightweight deep learning algorithm framework, which can support large-scale distributed computing and optimize mobile real-time computing

	CPU
	Central Processing Unit

	DNN
	Deep Neural Network

	DSP
	Digital Signal Processing

	FAR
	False Acceptance Rate 

	FPE
	Facial Photo Enhancement

	FRR
	False Rejection Rate

	FCN
	

	GPU
	Graphics Processing Unit

	GSMA
	Global System for Mobile Communications, originally Group Special Mobile Association

	MAC
	Multiply-accumulate

	MEC
	Mobile Edge Computing

	NLP
	Natural Language Processing

	NPU
	Neural Processing Unit

	SAR
	Spoof Acceptance Rate 

	SDK
	Software Development Kit

	SE
	Secure Element

	SSD
	

	TAF
	Telecommunication Terminal Industry Forum Association

	TAR
	True Acceptance Rate

	TEE
	Trusted Execution Environment

	TOPS
	Tera Operations Per Second

	TTS
	Text-To-Speech

	VGG
	Visual Geometry Group (Department of Engineering Science, University of Oxford)



Start of net Proposed Document Change(s) or Addition(s)
[bookmark: _Toc15276162][bookmark: _Toc11071582]1.5.2	Informative references
	Ref
	Title

	[1]
	Wang, Shiqiang, et al. "When edge meets learning: Adaptive control for resource-constrained distributed machine learning." IEEE INFOCOM 2018-IEEE Conference on Computer Communications. IEEE, 2018.

	[2]
	Huang, Kaibin, et al. "Communication, Computing, and Learning on the Edge." 2018 IEEE International Conference on Communication Systems (ICCS). IEEE, 2019.

	[3]
	Mao, Yuyi, et al. "A survey on mobile edge computing: The communication perspective." IEEE Communications Surveys & Tutorials 19.4 (2017): 2322-2358.

	[4]
	Nazer, Bobak, and Michael Gastpar. "Computation over multiple-access channels." IEEE Transactions on information theory 53.10 (2007): 3498-3516.

	[5]
	Zhu, Guangxu, and Kaibin Huang. "MIMO over-the-air computation for high-mobility multi-modal sensing." IEEE Internet of Things Journal (2018).

	[6]
	Study Report of AI Mobile Device Guidelines 
https://infocentre2.gsma.com/gp/wg/TS/WorkingDocuments/TSG33_035%20TSG%20Study%20Report%20of%20AI%20Mobile%20Device%20Guidelines%20v2.0.docx 
https://infocentre2.gsma.com/gp/wg/TS/WI/AIN/WorkingDocuments/Mobile%20phone%20artificial%20intelligence%20technology%20and%20application%20white%20paper%202019%20v1.0.docx







End of Proposed Document Change(s) or Addition(s)
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