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[bookmark: _Toc54104643][bookmark: _Toc54267755][bookmark: _Ref73460683][bookmark: _Toc75969843]Federation Management
The Federation Management functionality within the OP enables it to interact with other OP instances, often in different geographies, thereby providing access for the Application Providers to a larger footprint of Edge Clouds, a more extensive set of subscribers and multiple Operator capabilities
The following are prerequisites to enable the federation model:
Operators need to have an agreement to share Edge Cloud and Network resources;
Operators need to agree on an Edge Cloud and Network resource sharing policy;
Operators need to enable connectivity between the OP instances over which East/West Bound Interface signalling flows.

[bookmark: _Toc54104644][bookmark: _Toc54267756][bookmark: _Toc75969844]Federation Interconnect Management
Resource Catalogue Synchronisation and Discovery 
Operators can include the edge and network resources in the OP's set of available resources using the SBI.
The OPs shall exchange and maintain the types of resources offered to each other (E/WBI).







[bookmark: _Ref73460639][bookmark: _Toc75969853]Low latency interaction between UCs and applications in different networks
Network Capability Exposure in a visited network 
The exposure of network capabilities in a federated, visited network, such as applying QoS or obtaining certain network information, is crucial for the edge service to provide the desired quality of experience to the application client in the roaming scenario. Therefore, the goal is to provide the same network capabilities and SLIs  in the visited network as in the home network. In order to achieve that, the visited OP has to inform the home OP about the network capabilities available, including the SLIs. This may be subject also to the specific federation resource sharing policy and sharing agreement. 	Comment by Tom van Pelt: Not a term in the document and based on the WSOLU workshop, the term "customer" is confusing as it is used both for the Application Provider and for the mobile subscriber. So best to use an alternative and maybe even to put an action on me as editor to change the customer occurrences in the document for something more specific.	Comment by Sandra Ondrusova (CKHH - IODUK - Technology Manager): I agree. we need a definition who/what this "end-customer" is. we also use end-user. 
@Tom, as an editor, can you provide a CR? we need to agree on the terms and their definitions before we change it in the PRD.	Comment by  : OK, i changed the reference here simply to the application client as the technical endpoint to which capabilities are delivered.
If the visited network cannot fulfil a requested network capability, the home OP shall provide this information to the application provider. 	Comment by Sandra Ondrusova (CKHH - IODUK - Technology Manager): can we reword it to:
If the visited network cannot fulfil a requested network capability, the home OP shall provide this information to the application provider.	Comment by  : OK


[bookmark: _Toc54104652][bookmark: _Toc54267764][bookmark: _Ref70687016][bookmark: _Toc75969854]Common Data Model
The Common Data Model (CDM) introduces standardised data schemas for describing characteristics of the elements of an OP system. The data model presented here covers elements of an operator platform, including applications, OP roles, and edge clouds, as well as functional aspects, such as security.
The data model defines the information elements required to deploy and manage an OP system.
The data model defines a minimum set of mandatory information elements and allows reasonable default values for these elements where they make sense.
The data model accommodates optional information elements following a common syntax to allow OP systems to evolve. Examples of optional information elements are:
Infrastructure configuration deemed necessary by an application for proper operations, such as Non-Uniform Memory Access (NUMA) node affinity or core sequestration.
Optional QoS attributes that not all networks may support, e.g., Packet Error Loss Rate (from 3GPP 23.203).
GSMA PRD NG.126 [9] provides, in its sections 2 and 4, a more detailed overview of information elements that can be covered for the Edge Application and the Resource/Node.
Optional information attributes default to "not specified" if not expressed in a data object.
[image: ]
: Common Data Model
[image: ]	Comment by Tom van Pelt: Please put a comment to highlight what has been changed. I'll have to merge the changes done in different CRs to this figure and don't want to miss any change.	Comment by  : Sure: Added „Network Capability“ as new entitiy and „Network Capabilities“ within the „Edge Application Manifest“
[bookmark: _Toc54104653][bookmark: _Toc54267765][bookmark: _Ref66812936][bookmark: _Toc75969855]Security
Edge Application
The data model of the Edge Application contains the information about the application to be instantiated (the Edge Application manifest) and the information about the instantiated application required to manage it (the Edge Application profile). 
An OP instantiates an application. More precisely, an edge cloud instantiates it in response to an OP's request. As such, it is in the OP's trust domain. The input to this operation is an application manifest, and the output, besides an application instantiation, is an application profile.
An application manifest is created and should be owned by an Application Provider. Therefore, an OP that instantiates an application from the application manifest should expect the manifest from the Application Provider. This requirement implies that Partner OPs should be provided, if needed, with the application manifest by the Leading OP for the Application Provider.
The application manifest shall contain mandatory data elements and may include optional data elements. A data element may be described by a separate sub-model below (e.g., the QoS specification for an application is a sub-model).
The application profile is a data object created and owned by an OP. It describes an application instantiation on an OP managed Edge Cloud. It shall contain any data elements specified in the application manifest used to create it, together with the values used in its instantiation.
The following table describes the information elements in the Application Manifest data model. In addition to the elements listed, the model should allow additional attributes to be defined at the Application Provider's or OP's discretion. A possible realisation of optional elements is key-value pairs, as is used in various data models.
	Data type
	Description
	Interface Applicability
	Optionality

	Edge Application name
	Name of the Edge Application. The name is an artefact created by the Application Provider. The name is namespaced to the Application Provider. There is no default value; this must be supplied.
	East/West/North
	Mandatory

	Edge Application version
	The version of the Edge Application.
	East/West/North
	Mandatory

	Executable Image
	A URI (or similar name) of the VM or Container image to be installed and executed by the OP.
	East/West/North
	Mandatory

	Resource Flavour
	The "name" or identifier of the Flavour that should be used to instantiate the application, as selected by the Application Provider. "Flavour" is defined below.
	East/West/North
	Mandatory

	QoS Identifier
	A "name" or identifier of the QoS description for network traffic, as selected by the Application Provider. The default value is "best-effort".
	East/West/North
	Optional

	Network Capabilities
	A list of network capabilities requested by the application
	North/East/West
	Optional

	State property
	Indicates whether the application has state (e.g., persistent file systems, database, and location-dependent associations with other elements that must be migrated in a coordinated manner when an application session is relocated). The default value is "stateless".	Comment by Sandra Ondrusova (CKHH - IODUK - Technology Manager): is it  requested by the application? or by the application provider? or maybe the OP	Comment by  : As this is part of the application manfies is is requested by the application.
	East/West/North
	Optional

	Deploy model
	Indicates whether an application may be located freely by the OP or whether the Application Provider specifies the edge cloud on which it is to be deployed. The default value is "free".
	East/West/North
	Optional

	Edge Application scaling policy
	Indicates whether a backend application can be scaled up or down based on observed traffic. The default value is "not scalable".
	East/West/North
	Optional

	Edge Application migration policy
	Indicates whether a backend application may be moved from its current operator network or current geographic Region (i.e., without violating the General Data Protection Regulation (GDPR)).
	East/West/North
	Optional

	Subscriber Availability
	Indicates which subscribers the application is available to (e.g. only to subscribers on Home OP, to inbound/outbound roaming subscribers in a specific operator or country, all subscribers, etc.). If not provided, no restrictions on availability should be assumed.
	East/West/North
	Optional


: Information elements in the Application Manifest data model
The following table is the model of the Edge Application profile






[bookmark: _Toc54104660][bookmark: _Toc54267772][bookmark: _Toc75969863]NEF/SCEF
NEF (Network Exposure Function)/SCEF (Service Capability Exposure Function), as a 5G/4G network capability opening function, provides secure disclosure services and capabilities provided by 3GPP network interfaces.
	Data type
	Description
	Interface Applicability

	NEF/SCEF ID
	The FQDN of the NEF/SCEF against which the OP shall connect. The ID shall be unique per OP domain
	South-NR

	NEF/SCEF IP address
	The IP address of the SCEF or NEF against which the operator platform shall connect
	South-NR


: Common Data Model of NEF/SCEF
Network Capability	Comment by Tom van Pelt: Seems to mix the capability definition itself (ID, SLI) with application usage of those capabilities (objectives, request scope). Likely the latter should be a part of the application manifest.	Comment by  : Good point, the ID is needed to identify the capability though.
Network capabilities are accessed by the OP through the SBI-NR and are either consumed by the OP or exposed through the NBI to the application developer. 

	Data type	Comment by Tom van Pelt: Table caption is missing.	Comment by  : Added
	Description
	Interface 
Applicability
	Optionality

	Capability ID
	ID of enumerated capabilities within the OP
	North/East/West
	Mandatory

	
	
	
	

	Service Level Objectives
	The target values for each of the defined service level indicators to be fulfilled
	North/East/West
	Optional

	Request scope
	Defines whether a specific capability is requested for any app instance/data session or only upon explicit events and/or a subset of data sessions
	North/East/West
	Mandatory


Tabelle 1: Common Data Mobel of Network Capabilites
Interfaces
[bookmark: _Toc54104662][bookmark: _Toc54267774][bookmark: _Toc75969865]Northbound Interface (NBI)
General Onboarding Workflow
Application Providers usually have information about their users and the resource requirements of their application. User information may include the number of users and the traffic they generate as a function of time and location, the QoS expectations of the users, and the compute and network resource requirements of the application to function correctly. This information is referred to as workload information. Application Providers may estimate workload information a priori or use telemetry to collect workload information. Application Providers provide workload information to Orchestration Services to automate and optimise the deployment of Application Instances. Developers may analyse collected workload information to predict changes in users and traffic over time. The deployment of Edge Applications can be independent of network mobility or specific device attachment.
The NBI is the interface between the developers and an OP.
To allow a developer to “write once, deploy anywhere”, the NBI is a standard, universal interface. In other words, a developer does not need to rewrite its applications to work with another OP.
An OP may provide the edge cloud itself directly or offer it indirectly (that is, using an edge cloud service provided by another party, such as another OP or operator).
The capabilities offered through the NBI depend on what is provided (directly or indirectly) by the underlying edge cloud. For example, the geographical Regions where the edge cloud is provided, the “granularity” of the edge cloud and network service, the quality of service available, and the type of specialised compute.
An Application Provider shall not have visibility of the exact geographical locations of the individual Cloudlets and shall not be able to request deployment of its application on a specific Cloudlet. Instead, the OP shall offer to Application Providers the edge cloud service in Availability Zones. The OP chooses each Availability Zone's size and which and how many Cloudlets it would use to provide its edge cloud service in each Availability Zone.
The NBI shall provide a request-response mechanism through which the Application Provider can state a geographical point where a typical user would be and then be informed of the expected mean latency performance. As an option, an OP can publish a “heat map” showing expected mean latency performance at different locations; this is not part of the NBI, and the OP could post it on a webpage, for instance.
The NBI allows an Application Provider to reserve resources ahead of their usage or to get resources as their applications need them (“reservationless” or “auto-scaling”). An Application Provider can also request that its edge cloud resources are isolated from those used by other Application Providers. The NBI allows an Application Provider to delete their reservation. A reservation is intended to be relatively long-lasting (for example, not triggered by the activity of one Application Client).
These resources include CPU, memory and specialised compute (such as GPU). Since the types of resources are evolving, the NBI must be flexible enough to incorporate future resource types as they are defined. 
The NBI allows the OP to advertise the (relatively) static information about the types of resource that it offers (“flavours”) but does not allow the OP to indicate the dynamic information about the current availability or usage of the resources. 
The NBI allows the OP to accept or reject the request but not to negotiate. 
The NBI allows an Application Provider to upload its application image to the OP. In addition, the NBI enables an Application Provider to delete its application image. 
The NBI allows an Application Provider to request that their application is instantiated. The NBI enables an Application Provider to request that instances of their application are Created, Read, Updated and Deleted (CRUD).
The NBI allows an Application Provider to specify that their Edge Applications are restricted to a particular geographical area, corresponding to data privacy (GDPR) restrictions. 
The NBI allows an Application Provider to specify whether their edge application requires service availability on visited networks (that is, when a UE roams away from its home network operator) and on which visited networks the service should be available. 
The NBI allows an Application Provider to specify whether service availability should be provided to non-roaming subscribers (that is, to UEs in their home network).
The NBI allows the OP to report telemetry information about the performance of the edge cloud service to an Application Provider. Because different Application Providers require (and different OPs offer) different degrees of performance information (how fine-grained and how often), the NBI shall provide a request-response mechanism to allow an Application Provider to request a particular granularity of the telemetry. Similarly, the NBI shall provide an Application Provider with information about faults that (may) affect its edge cloud service.
Backend services deployment can be based on several different strategies to enable mobility of Edge Applications, including:
Static, whereby the Application Provider chooses the specific Region or Availability Zones and the particular services for each location.
Dynamic, whereby the Application Provider submits criteria to an orchestration service and the orchestration service makes best-effort decisions about Edge Application placement on behalf of the Application Provider. One implementation of this would have Application Providers choose a Region in which they yield control to a system operator’s or cloud operator’s orchestration system. This orchestration system would determine the optimum placement of an Application Instance based on the amount of requested edge compute resources, the number of users and any specialised resource policies. This model assumes the OP is aware of resource needs per Application Instance.
The process of Application Instance creation should be based on the following suggested workflow for deployment:
Resource reservation (or pre-reserved resources association to the new Application Instance) and isolation (optional), a tenancy model which allows auto-scaling and deploying microservices as a set of containers or Virtual Machines (VMs); 
Create the application manifest, specifying the workload information for the Edge Application to Orchestration Services;
Create the Application Instance, including auto-scaling if required.
The other processes of lifecycle management of Edge Applications should follow a similar pattern.
For the service provider edge, there are two different views of resource management: orchestration and resource control:
Orchestration View: Operators and Application Providers interact to create a running Edge Application. The Application Provider specifies application requirements, and the Operator uses them (with other information) to orchestrate an Edge Application. 
Resource Control View: The resource provider manages its Cloudlets in response to Orchestration actions. Resource management includes creating collections of resources as Flavours specified by the Application Provider and used by the Orchestrator.
The deletion of Edge Applications should be as follows:
Stop the Application Instance;
Release the related resources including network, computing and storage;
Delete the application in the orchestrator and remove the reserved resource.
The NBI shall provide a set of functionalities for Application Providers, including access to Edge Cloud and image management. In addition, application lifecycle management and operations are also functionalities to be provided through this interface.
The NBI shall allow application developers to access network capabilities as available in a specific operator network. The NBI shall allow to request those capabilities through the NBI either as part of the application manifest or dynamically. 	Comment by Tom van Pelt: It should be a requirement. So probably needs to be reworded with the NBI as subject of a requirement enabling those ways of exposing the capabilities.	Comment by  : OK
Resource Requirement Specification

Application Manifest
An application manifest is created and should be owned by the Application Provider. Therefore, an OP that instantiates an application from the application manifest should request the manifest from the Application Provider. This requirement implies that other OPs should be able to request the application manifest from the OP.
The application manifest shall contain mandatory data elements and may include optional data elements. A data element may be described by a separate sub-model below (e.g., the QoS specification for an application is a sub-model).
GSMA PRD NG.126 [9] provides, in its sections 2 and 4, a more detailed overview of data elements that can be covered for the Edge Application Profile.
An application manifest describes various properties of the application, including but not limited to the following properties:
Executable Image
A URI (or another similar name) identifying the executable image that should be deployed on a VM or as containers and be installed and executed by the OP.
Resource Flavour
A Flavour is a description of a set of resource requirements used by an application instantiation. It should have a name that identifies the description uniquely and globally across OPs in an OP system.
A resource description should be consistent with those appearing in Flavours available in public clouds. This requirement means that a Flavour should specify CPU, memory, storage, I/O bandwidth, CPU architecture, special hardware (e.g., accelerators), and, for VMs, the Hypervisor supported.
A Flavour definition ensures that if an Application Provider selects a Flavour for a manifest, the application should successfully run if provided with at least the resource described in the Flavour.
Flavours are not standardised (at this time) in this document. Therefore, the OPs in the federation should collectively undertake to produce and maintain a Flavour catalogue.
The resource flavour includes the following properties:
Computing Resource
Storage Resource
Network Resource
	Extension resource.
QoS Requirements (optional)
A QoS description characterises the traffic between an Application Client and an Edge Application carried by a flow between the client and backend. A QoS description allows an Application Provider to describe the physical constraints in an edge network that should be met for the application to run successfully and provide a correct Quality of Experience (QoE) for the end-user at the UE.
The QoS requirements include the following properties:
Bandwidth, bidirectional data rate between UE and backend application, measured end-to-end with “loopback” application;
Latency, the round trip delay between UE and backend application, measured end-to-end with “loopback” application;
Jitter, Variance of round-trip delay between UE and backend application, measured end-to-end with “loopback” application.
Network capabilities (optional)
The Application provider can specify a list of network capabilities consumed by the application, that is capabilities exposed by the operator for the data sessions between the Applications Client and then Application Instances. Each network capability includes, but is not limited to the following properties:
· ID , a unique identifier of that specific capability to ensure using the same capability over different networks
· Service Level Indicators, a set of metrics attached to the specific capability	Comment by Tom van Pelt: Should the SLIs be included or only the objectives? I would assume that the SLIs are statically associated to the capability.	Comment by Sandra Ondrusova (CKHH - IODUK - Technology Manager): I think it will be good to have them, maybe topic for the future releases where we can set some examples
· Service Level Objectives, the application requirement for the metrics
· Request scope, the definition for which of the data session this capability shall be requested; this may be a subset of all data sessions and/or provide a time/event-bound for the network capability request	Comment by Tom van Pelt: should for the case where it is not "all sessions' include some filter criteria to identify the sessions to which it would apply. If set up dynamically for a specific session, the capability cannot really be covered in the manifest (unless useful as some sort of indication of the intent to use that capability later).	Comment by  : right, the idea of „request scope“ is to set such a filter

Application Session Migration Policy (optional)



Network Capability ExposureEvent Support
The NBI shall expose network capabilities towards Application Providers and application instances so that network capabilities can be used alongside the provided edge service.

An Application Provider may use exposed network capabilities, that is
· Setting network behaviour for the data sessions between the UC and and the application, e.g. QoS;
· Receiving notifications about network events or requesting specific information about UE, network status or information.

The request to use exposed network capabilities may be done statically through the application manifest or dynamically through a dedicated NBI. 
Requesting network capabilities through the application manifest
The application provider can declare the requested capabilities as part of the application manifest. Depending on the selected value for the request scope, this applies for all data sessions associated with that application or only a subset of those. 

Requesting network capabilities dynamically
The NBI shall allow the application provider to request network capabilities dynamically, that means any or any combination of the following:
· Enabling a specific capability at a specific time (e.g. ‘now’, ‘in 10minutes’) or a timebound (e.g. ‘for the next 5 minutes’); this includes also the option to stop consuming a capability	Comment by Tom van Pelt: Do we want to make it this complex from day 1? "Now" could be sufficient as a start with the onus being on the application provider to issue the start/stop request when required.	Comment by  : yeah right but how about leaving those terms and making this optional? 
· Enabling a specific capability for a specific connection between the application client and application instance, defined by the source or destination port and protocol, e.g. applying QoS only for the traffic between port range 10000-11000 on the application client and port range 12000-13000 on the application instance for UDP
· Enabling a specific capability for a specific subset of data sessions defined by a set of application clients
· Enabling a specific capability for a specific subset of application instances
· Optionally, requesting new service level objectives 

Network Event Support
An Application Provider may require to be notified about network events or may want to request specific information about UE, network status or information.
The NBI shall expose network information towards Application Providers and application instances so that network capacities can be used alongside the provided edge service.
The capacities, information or services to be provided may be among the following:
UE location information and events;
UE network connection events;
Application to UE connection status.

The OP shall provide through the NBI a publish/subscribe framework for the Application Provider to subscribe to and consume any network related events.  Events may occur as a result of a subscription to an event provider service (e.g. connectivity change events) or a result of issuing a request to use network capabilities affecting the network behaviour, e.g. setting QoS and then receiving an event notification that the desired QoS level cannot be maintained (e.g. due to change of the connectivity bearer).
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