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Current TOPS Test Procedures in TS.53  
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Test Model
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Test Model

input dataset
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𝑇𝑂𝑃𝑆 =
2 ∗ 𝑀𝐴𝐶𝑠
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Potential Issues in TOPS Measurement
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Test Model
(INT8/FP16)

FAIL

Phase II. TOPS Test

PASS

Phase I. Preparation

Convert 

1. Model. vendors have specific SDK for model 

compression, causing models to have different 
formats, parameters or even structures. Leaving 
rooms for over-compression to speed up.

Test Model

input dataset

output dataset

Record Inference Time

𝑇𝑂𝑃𝑆 =
2 ∗ 𝑀𝐴𝐶𝑠

𝐼𝑛𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑇𝑖𝑚𝑒
𝑇𝑂𝑃𝑆 ≥ 𝑎

2. Execution. DUTs’ design vary (software and

hardware), leading to different processing on 
computation. Making the computation process
untransparent, some operations might be 
skipped during processing.

Inconsistency

Reference Model
(FP32)



Step 2. Validation

Model_t
(INT8/FP16)

A Validation as Precondition is in Demand 
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Test Model
(INT8/FP16)

Phase I. Preparation

Step 1.
Convert 

input dataset output dataset

Reference Model
(FP32)

Step 2.
Validate

Model to be check

Model_t
(INT8/FP16)

DUT environment

Take the model
and the execution
environment as a
black box and
check the output.

VGG16_notop

Feature Tensor
(7,7,512)

Probability Vector
(1, 1000)

Activation Map
(7,7)

VGG16

Label
‘abacus’

sum along z-axis

decode

Utilize more information in 
the validation, thus focus on 
the output distribution. 

visualize



Precondition Validation Workflow 
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Reference Model
(FP32)

Model_t
(INT8/FP16)

input dataset

reference 
output set

test 
output set

Step 2.
Validate 

Test Model
(INT8/FP16)

Reference Model
(FP32)

Phase I. Preparation

Step 1.
Convert 

Step 2. Validation

Phase II. TOPS Test

Check if the test outputs are 

too obscure (i.e. lose too much

information) compared with

the reference outputs

Further check on the converted model, the 
execution environment (scripts, SDK, etc.)

DUT

Trustworthy 
Device (E.g., PC)

Validate

Compare Dataset

Take the FP32 reference
model’s output as
baseline.

Model_t
(INT8/FP16)



Validation Procedures (1)

Reference Model
(FP32)

Model_t
(INT8/FP16)

input dataset

reference 
output set

test 
output set

Validated 

Further check on the converted model, the 
execution environment (scripts, SDK, etc.).

Validate

Compare Dataset

Generate Output Set

• Input dataset

𝐼 = 𝐼1, 𝐼2, … , 𝐼𝑁

• Reference output set 

𝑅 = 𝑅1, 𝑅2, … , 𝑅𝑁 𝑅𝑛= 𝑅𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒_𝑀𝑜𝑑𝑒𝑙 𝐼𝑛 , 1 ≤ 𝑛 ≤ 𝑁}

• Test output set 

𝑉 = 𝑉1, 𝑉2, … , 𝑉𝑁 𝑉𝑛 = 𝑀𝑜𝑑𝑒𝑙_𝑡 𝐼𝑛 , 1 ≤ 𝑛 ≤ 𝑁}

𝐼

R V

Validation Workflow



Validation Procedures (2)

Reference Model
(FP32)

Model_t
(INT8/FP16)

reference 
output set

test 
output set

Compare 
Dataset

Validate

R V

Cross-compute Difference

Compose Difference Matrix

DiffMat

Validation Workflow



Reference output set  𝑅 = 𝑅1, 𝑅2, … , 𝑅𝑁 𝑅𝑛= 𝑅𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒_𝑀𝑜𝑑𝑒𝑙 𝐼𝑛 , 1 ≤ 𝑛 ≤ 𝑁}

Test output set 𝑉 = 𝑉1, 𝑉2, … , 𝑉𝑁 𝑉𝑛 = 𝑀𝑜𝑑𝑒𝑙_𝑡 𝐼𝑛 , 1 ≤ 𝑛 ≤ 𝑁}

• Which difference metric could distinguish the diagonals?

•

Metrics to Calculate Output Difference
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R V

Cross-compute Difference

Compose Difference Matrix

Compare 
Dataset

DiffMat

diff(∙,∙)

In VGG_notop test case, 𝑛 = 7 × 7 × 512

L2 distance is a recommended difference metric 𝑑𝑖𝑓𝑓(∙,∙)

Candidate Metric Object Object Shape

L2-distance (Euclidean distance)

feature tensor (7, 7, 512)
muInfo (mutual Information)

SSIM (Structural Similarity)

activation map (7, 7)
RMSE (Root Mean Squard Error)

Feature Tensor
(7,7,512)

Activation Map
(7,7)sum along z-axis



Reference output set  𝑅 = 𝑅1, 𝑅2, … , 𝑅𝑁 𝑅𝑛= 𝑅𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒_𝑀𝑜𝑑𝑒𝑙 𝐼𝑛 , 1 ≤ 𝑛 ≤ 𝑁}

Test output set 𝑉 = 𝑉1, 𝑉2, … , 𝑉𝑁 𝑉𝑛 = 𝑀𝑜𝑑𝑒𝑙_𝑡 𝐼𝑛 , 1 ≤ 𝑛 ≤ 𝑁}

•

Input Image Reference Output Test Output

Cross-Comparison on Model Output Set
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R V

Cross-compute Difference

Compose Difference Matrix

Compare 
Dataset

DiffMat

diff(∙,∙)

𝑅1

𝑅2 𝑉2

𝑉1𝐼1

𝐼2

𝑫𝒊𝒇𝒇𝑴𝒂𝒕 𝒎,𝒏 = 𝒅𝒊𝒇𝒇 𝑹𝒎, 𝑽𝒏 , 𝟏 ≤ 𝒎,𝒏 ≤ 𝑵.

difference funcion/metric − 𝑑𝑖𝑓𝑓(∙,∙)

Strong Similarity → Strong Diagonals in DiffMat

DiffMat

The outputs with identical index share similar distribution.



• If everything runs perfectly/normally, 𝑉𝑛 will have 𝑅n as its nearest reference, 

making the l2-distance between them the minimal.

•
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Examine the Diagonals in L2-DiffMat (1)

DiffMat

Validate𝑑𝑖𝑎𝑔𝑜𝑛𝑎𝑙

Input 
Image

Reference 
Output 

Test 
Output

𝑅1

𝑅2 𝑉2

𝑉1𝐼1

𝐼2

              

                                       

                                       

                                       

  

   

   

   

  

  

         

   

Examination 1:  Check if 𝑅n is the closest reference of 𝑉n. 

→ the Diagonals are the minimal of their own row. 

Reference output set  

𝑅 = 𝑅1, 𝑅2, … , 𝑅𝑁 𝑅𝑛= 𝑅𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒_𝑀𝑜𝑑𝑒𝑙 𝐼𝑛 , 1 ≤ 𝑛 ≤ 𝑁}

Test output set 

𝑉 = 𝑉1, 𝑉2, … , 𝑉𝑁 𝑉𝑛 = 𝑀𝑜𝑑𝑒𝑙_𝑡 𝐼𝑛 , 1 ≤ 𝑛 ≤ 𝑁}



•

•

Examine the Diagonals in L2-DiffMat (2)

DiffMat

Validate𝑑𝑖𝑎𝑔𝑜𝑛𝑎𝑙

Examination 1:  Check if 𝑅n is the closest reference of 𝑉n. 

Examination 2: Check if 𝑉𝑛 is significantly closer to its reference 𝑅𝑛.

→ the Diagonal values stand out from all DiffMat elements because of

their strong similarity.

Diagonal Non-Diagonal

Classified as
having strong
similarity

True Positive
(TP)

False Negative
(FN)

Classified as
others

False Positive
(FP)

True Negative
(TN)

𝐹1 =
2𝑃𝑅

𝑃 + 𝑅

𝑃𝑟𝑒𝑐𝑠𝑖𝑜𝑛 𝑃 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃

𝑅𝑒𝑐𝑎𝑙𝑙 𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁

𝐷𝑖𝑓𝑓𝑀𝑎𝑡 𝑚, 𝑛 ≤ 𝑇

Y, as having
strong similarity

DiffMat
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Evaluate the classification result



•
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Examine the Diagonals in L2-DiffMat (3)

DiffMat

Validate𝑑𝑖𝑎𝑔𝑜𝑛𝑎𝑙

Examination 2: Check if 𝑉𝑛 is significantly closer to its reference 𝑅𝑛.

→ the Diagonal values stand out from all DiffMat elements because of

their strong similarity.

How well can the diagonals stand out ?  - F1 Score

F1=99.8%

F1=99.8% F1=99.7%

F1=98.6% F1=98.5%
F1=98.0%

F1=99.5%

Diagonal Value Distribution and the F1-score

The higher the F1-score, the higher 
the reliability of the model, the 
execution script and environment.

If the diffMat classification 𝐹1 > 95%, 

pass the precondition validation test.    



V.S. accuracy validation?

• Utilize more information inside the output feature. 

• Help provide more information for the 

debug/review process. 

V.S. manual inspection?

• Manual check depends on the reviewer’s capability 

and scrutiny. The review quality and speed will 

fluctuate accordingly. 

• A prior unified validation process can make the 

later debug/review more efficient.

Summary
Validation Workflow

Reference Model
(FP32)

Model_t
(INT8/FP16)

input dataset

reference 
output set

test 
output set

Further check on the converted model 
and the execution environment.

Cross compute the difference

𝐼

R V

DiffMat

Examination 1:  Check if 𝑅n is the nearest reference of 𝑉n. 

Examination 2: Check if 𝑉𝑛 is significantly closer to its reference 𝑅𝑛.

→ the Diagonals could be well sorted from all DiffMat elements because

of their strong similarity value, with the classification 𝐹1 > 95%

Validate



Appendix
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output set
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Further check on the converted model 
and the execution environment.

Cross compute the difference

𝐼

R V

DiffMat

Examination 1:  Check if 𝑅n is the nearest reference of 𝑉n. 

Examination 2: Check if 𝑉𝑛 is significantly closer to its reference 𝑅𝑛.

→ the Diagonals could be well sorted from all DiffMat elements because

of their strong similarity value, with the classification 𝐹1 > 95%

Validate

Validation Workflow


