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1.2        Scope
This document intends to guide the entire industry ecosystem; operators, vendors, OEMs, and service providers to define a common solution for exposing network capabilities and edge compute resources. The document provides an end-to-end definition of the Operator Platform for support in edge computing environments. The scope of this document covers requirements and architecture specifications that would guide the industry ecosystem into creating a common solution for exposing network capabilities and edge compute resources. The document intends to span an end-to-end view of the Operator Platform in edge computing environments. The ecosystem includes operators, vendors, OEMs, and service providers.
This document covers the following areas:
· Operator Platform requirements
· Focus on Edge Computing: The PRD should define edge computing exposure and network services integration for the Application Providers, whether within enterprises or independent third parties, to enable a simple and universal way of interacting with edge computing platforms. 
· Open to new services: The PRD definition should allow the platform's evolution to expose additional services in the future, such as IP Communications and networking slicing, among others.
· Architecture, functions and roles
· Reference architecture for enabling edge computing: Definition of modular architecture suitable for implementation at the network edge.
· Reference interfaces: Definition of interconnection for the end-to-end service, between service providers to end-users, network elements and federated platforms. This document focuses on Northbound, Southbound, East/West (i.e. Operator Platform Federation), and User to Network interfaces as a first approach.
· Mobility: Network and terminal integration should allow service continuity against end-user mobility in the home and visited networks.
· Standardisation and Open Source communities
· Gap evaluation in the standards: This document analyses gaps in current networking and edge computing standards and identifies SDOs that are appropriate to complete the OP architecture via detailed specifications, protocols and Application Programming Interfaces (API).
· The Detailed specification of architecture and interface specifications will be defined by SDOs or Open Source communities, using the baseline in this document.
The GSMA shall review progress to ensure that the end-to-end system is defined consistently across these organisations.
· Evolution from legacy
· Fit with established ecosystems: The OP defines the Mobile Operator staging of a broader cloud ecosystem. To meet tight market timing and minimise heavy lifting, it must fit into existing structures and staging, enabling Application Providers to spin their existing capabilities into the Mobile Edge space. Therefore, wherever possible, the OP reuses existing and established structures and processes.
This version of the document focuses on the use of the Operator Platform to provide services to devices attached to their home network. However, it also includes high-level requirements beyond this scenario because they may influence future architecture choices.
Future versions of this document may cover, for example, the following areas in greater depth:
· The detailed impact of service access by devices that are attached to networks other than their home network (e.g. roaming, Wi-Fi, etc.) on the various interfaces and functions of the OP,
· Access to edge resources in the visited network when no federation exists between that network's OP and the Home OP of a subscriber,
· Seamless service continuity when users move to a different network (see sections 2.2.7.3 and 5.2.2.3.6),
· Low latency interaction between applications in different networks in a standardised manner (see section 3.3.10),
· Exposure of operator network capabilities beyond edge resources (e.g. Network as a Service features offering improved QoS on network access),
· The handling of non-SIM devices,
· Inclusion of further capabilities to allow providing a complete Platform as a Service offering,
· The management in a federation of legal constraints that restrict an application's distribution to specific regions (see section 3.3),
· Detailed requirements on the Capability Exposure Role (see section 5.2.1),
· Detailed requirements on the User Client (see sections 3.5.5.2 and 5.2.4),
· A more detailed alignment with NG.126 [9] on the information elements that can be used on the different interfaces and in the OP's data model for the Edge Application and the Resource/Node,
· Data Sharing capability, i.e. Data is 'open' for use by multiple application providers (see section B.8),
· The sharing of an Application Server between different operators (see section B.8).
· principles for exposing network capabilities in order to specify in detail metrics to be reported by the OP (see section 5.1.5.2)
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Requirements on interfaces and functional elements
This section defines the requirements of the interfaces and functional elements that make up the OP architecture. They should be fulfilled by solutions developed in SDOs (see section 6) and implementations provided by the open-source community.
[bookmark: _Toc54104668][bookmark: _Toc54267780][bookmark: _Toc75969894]Interfaces
[bookmark: _Toc54104669][bookmark: _Toc54267781][bookmark: _Toc75969895]Northbound Interface
High-level requirements
All Operators and Operator Platforms shall offer the Edge Cloud and Network service through the same NBI. 
The NBI shall offer the capabilities of the Edge Cloud and Network to Application Providers, in particular: 
a low latency service (and perhaps other application QoS metrics) in a geographical Region; 
Edge Cloud capabilities are offered whatever operator the UE is attached to.
Network capabilities operators agreed to expose
Onboarding and Deployment Profile
General
When an Application Provider accesses the OP portal or uses the OP's NBI APIs to deploy their application, the OP shall be in charge of:
receiving the request,
authorising/authenticating the Application Provider, and 
gathering all the necessary data to deploy (onboard and instantiate) the application in the most appropriate edge nodes to meet the Application Provider’s request. 
Mapping the request by the Application Provider for exposed network capabilities to the available capabilities in the target network(s)
Thus, the deployment management shall allow onboarding and instantiating the application while meeting different criteria provided by the Application Providers and the operators that own the OP instance and the underlying resources.
The OP's NBI shall support applications depending on Containers and VMs that comply with the format criteria specified in sections 3.6 and 3.7, respectively.
[bookmark: _Ref66812781]Application Provider Criteria
The platform shall be able to support the following Application Provider requirements:
Footprint/coverage area selection;
Customer reach/ operator selection;
Infrastructure resources:
CPU;
Memory;
Storage;
Hypervisor (for VM based applications);
Networking definition used by the application.
Specific and optional requirements definition, for example:
Use of GPUs;
Use of FPGAs;
Accelerator support: SRIOV, DPDK;
Any other set of accelerators;
Performance Optimisation Capabilities: NUMA, CPU Pinning, use of dedicated core, Affinity/non-affinity, etc.
GSMA PRD NG.126 [9] provides, in its sections 2 and 4, a more detailed overview of data elements that can be covered for the Edge Application Profile.
Edge-Cloud requirements:
Latency;
Jitter;
Bandwidth;
The relevant geographical area for data privacy purposes.
Network Capability requirements, for example, but not limited to
QoS
Connectivity Events
Network based location
Network statistics
Type of application instantiation:
Static: the application shall be deployed in several edge sites based on Application Provider's requirements and the operator's deployment criteria. The application shall be deployed upfront (independently of the UC's request).
Dynamic: when a UC requests an application, the application shall be deployed in the selected edge location (triggered by UNI request(s)).
Based on capacity: criteria to define if there needs to be an instance per user or one instance per specific number of users.
Policies that allow the Application Provider to manage circumstances where user conditions do not comply with the deployment criteria.
Support for telemetry information from the operator.
[bookmark: _Ref66812828]Policy control concerning support of stateful and stateless applications.
The Application Provider shall be able to indicate that:
Its Edge Application cannot be moved from one edge compute resource to another;
Its Edge Application can be moved from one edge compute resource to another, without any notification;
Its Edge Application can be moved from one edge compute resource to another with prior notification.
Service availability in visited networks required/supported.
[bookmark: _Ref66812735]Management Profile
The OP shall offer a uniform view of management profile(s) to Application Providers:
[bookmark: _Ref66812746]The OP shall enable application developers to request Edge Cloud in an Availability Zone (within the OP and federated OPs):
On a basis where the application developer reserves resources (on a relatively long-lasting basis) ahead of their usage.
On a basis where resources are allocated as the application instance needs them (“reservationless” or “dynamic”) and the application developer selects the degree of scaling it requires (for example, number of sessions).
On a basis where resources are isolated from those used by other application developers.
An application developer may provide the OP with information about its estimated workload to help the OP optimise the deployment of Edge Application(s).
[bookmark: _Ref66813009]An OP shall offer a range of quality policies so that an Application Provider can choose the performance that their application requires. These policies are defined based on objectively measured end-to-end parameters that include performance aspects of both the network and the Cloudlet, such as latency, jitter and packet loss (measured as average statistics). 
The NBI shall enable a request-response mechanism through which the Application Provider can state a geographical point where a typical user could be and get informed of the mean latency performance expected. 
The OP shall describe the capabilities of the Edge Cloud, for example:
The geographical zones where it is provided
The type and “granularity” of edge cloud and network service (typically generic Compute, memory, storage, and specialised compute, such as GPU and future resource types). 
Note:	Optionally, an OP may present types of resource and their attributes as “flavours”. Flavours are intended to be a useful “shorthand” for Application Providers but are optional and do not have to be used.
Note:	if a federation of OPs uses flavours, then they should agree on common definitions.
Note:	the NBI shall not reveal the exact geographical locations of individual Cloudlets and shall not allow an Application Developer to request deployment of its application on a specific Cloudlet.
Note:	The definition of geographical Regions should be aligned among the partners in a federation, ensuring a shared understanding of a Region.
The OP shall describe the exposed capabilities of the home and vailable, federated target networks	Comment by Tom van Pelt: Is this the proper verb? 	Comment by  : this is the same as used in 4.	Comment by Tom van Pelt: Not clear what available means in this context	Comment by  : OK	Comment by Tom van Pelt: Given that it's about NBI, it's Leading OP here, rather than Home OP
The OP shall offer a structured workflow for application deployment and instantiation: CRUD functions.
The OP shall allow a developer to specify that its Edge Applications should be restricted to a particular geographical zone. This restriction would ensure compliance with the applicable data privacy laws. 
The OP shall allow an Application Developer to specify whether or not it requires service availability on visited networks (that is, when a UE roams away from its home network operator).
The OP shall provide an Application Developer with telemetry information concerning the performance of the Edge Cloud service, including fault reporting.
The OP shall allow an Application Developer to request a particular granularity for the telemetry information they receive. 
Note:	Possibly using a publish-subscribe approach.
Note:	Different operational profiles require different granularity about the telemetry information (how fine-grained and how often).
The OP shall allow an Application Developer to require that outbound access to the internet is prohibited.
The OP shall offer Application Providers a registry to store their application images and update or delete them. The registry may be centralised or distributed, depending upon the Application Provider’s needs to reduce boot time and recovery.
The OP shall support Single Sign-on based on login credentials for an Application Provider.
The OP shall offer functionality that supports the application developer to manage its application instances. For example, to monitor operational performance, get diagnostic logs and help with debugging.
The OP shall offer functionality that supports the Application Provider in managing the application development, integration and deployment.
Resource Reservation Profile
Security Requirements
[bookmark: _Toc54104670][bookmark: _Toc54267782][bookmark: _Toc75969896]East-Westbound Interface
High-level requirements
The E/WBI is universal, meaning that all Operators and Operator Platforms provide Edge Cloud to each other through the same E/WBI. 
Security Requirements
[bookmark: _Ref66813023]Application Management 
The federation interface needs to replicate the behaviour and functions available on the NBI to transmit the application load, requirements, mobility decisions and policies across all the operators’ instances required to deploy the application.
The E/WBI shall allow forwarding the instantiation requests to any federated OP whose footprint has to be covered.
The E/WBI shall support instantiation requests for applications depending on Containers and VMs that comply with the format criteria specified in sections 3.6 and 3.7, respectively.
An OP receiving an instantiation request through its E/WBI shall get in charge of the management of the application:
An OP receiving an instantiation request through its E/WBI shall apply its own policies and criteria for processing the request and managing the application.
An OP receiving an instantiation request through its E/WBI shall be responsible for the operator deployment criteria management.
An OP receiving an instantiation request through its E/WBI shall be responsible for the edge node selection based on the Application Provider criteria and its operator's criteria.
An OP receiving an instantiation request through its E/WBI shall be in charge of the application mobility management.
The E/WBI shall forward the application mobility notifications and procedures towards the Leading OP for management with the Application Provider.
The E/WBI shall forward the management procedures, information and statistics to be shared with the Leading OP of the Application Provider.
The E/WBI shall forward the network events Leading OP itself and the Application Provider subscribed to towards the Leading OP 	Comment by Tom van Pelt: Is this always the Application Provider or could the Leading OP have to subscribe for its own internal reasons? 	Comment by  : Correct
[bookmark: _Ref66813030]The E/WBI shall be employed for managing the service continuity on visited networks.
[bookmark: _Toc75969897][bookmark: _Toc54104671][bookmark: _Toc54267783][bookmark: _Ref66812762]Southbound Interface to Cloud Resources
Cloud Resources Management
The integration with cloud resources APIs on SBI allows OP to support the needed functionalities for application and resources management.
The Operator Platform shall be able to access the cloud resources of the operator/cloud provider. This access shall allow the OP to fulfil request/response transactions regarding an application's lifecycle, catalogue the resources/capabilities and get feedback about the status of the different Cloudlets or edge nodes.
Integration with Cloud Orchestrator
Integration with Infrastructure Manager
[bookmark: _Ref74571876]Integration with Hyperscalers
Security Requirements
[bookmark: _Toc75969898]Southbound Interface to Network Resources
General
The SBI-NR connects the OP with the specific operator infrastructure that delivers the network services and capabilities to the user.
When an end-user accesses an edge service from a network, theThe OP shall be able to access some basic network capabilities that the operator chose to expose through the SBI-NR interfaces of the operator. However, an operator need not implement the NEF/SCEF interfaces, in which case these capabilities have to be provided in some other way or else may not be available.	Comment by Tom van Pelt: editorial: that the operator...	Comment by  : OK
OP integration to network resources shall allow:
The OP to authenticate and authorise the end-users to access the services in the home and visited network scenarios. 
The OP to access network capabilities the operator chose to expose, e.g. QoS, Network Events/Statistics
The OP to access the location information of the end-users in the network.
The OP to access policy control capability exposed by the network, e.g. for charging or quality of service handling.
The OP shall be made aware of the data connection status (e.g. if a user has a data session or not).
The home network OP shall be the only entity able to control home network resources.

[bookmark: _Toc75969899]Southbound Interface to Charging Function
General 
Charging information‚
The consumption reports shall include any information usable by a charging engine to address the final billing of the services. This information shall also include the identities of the chargeable parties, from the Application Provider to the user client. 
Consumption reports shall be exposed to the operator based on the agreed data collection interval.
Note:	in the context of this section, the following terms are used to capture consumption: 
Effective Usage: the effective usage of workloads. For example, Network I/O over a time period
Subscribed Capacity: The requested capacity of workload. For example, 2vCPU, 2 GB of memory. That capacity is subscribed independently from the Effective Usage.
The following applies concerning the consumption data that shall be collected:
The OP shall report the subscribed compute capacity
vCPU
Memory
Network Resource Location 
Availability zone
Note:	This includes used and reserved compute capacity.
The OP shall report the effective compute usage
vCPU
Memory
Network Resource Location 
Availability zone
The OP shall report the subscribed storage capacity 
Storage
Type
Network Resource Location 
Availability zone
The OP shall report the effective storage usage
Storage
Type
Network Resource Location 
Availability zone
The OP shall report the subscribed Network capacity 
Input
Output
Label (Internet traffic, Intra-cluster traffic, Inter-Edge Cloud traffic, etc.)
The OP shall report the effective Network usage 
Input
Output
Label (Internet traffic, Intra-cluster traffic, Inter-Edge Cloud traffic, etc.)
The OP shall report the used Network Capabilities 
Capability Type
Capability Metrics (e.g. time used, number of calls/events)	Comment by thomas.vits.external: Need to add a note that this is very high-level and needs further study and elobaration	Comment by  : done	Comment by Tom van Pelt: action to editor add bullet in section 1.2 "principles for exposing network capabilities in order to specify in detail metrics to be reported by the OP (see section 5.1.5.2)"	Comment by Christoph.Goertz.MobiledgeX: done - added in section 1.2
Traffic Flows
Note: This requires further study and alignment with charging princples for exposing network capabilities in order to specify in detail metrics to be reported by the OP.

The OP shall report the subscribed accelerators capacity
Accelerator name (Example: GPU)
Type
Network Resource Location 
Availability zone
The OP shall report the effective accelerators usage 
Accelerator name (Example: GPU)
Type
Network Resource Location 
Availability zone
The OP shall report the API Usage 
API Name (Example API: Verify Location)
Number of requests
Request type (Example: GET, POST, PUT, DELETE)
The OP shall identify the parties involved in each charging transaction: (Metadata)
(mandatory) OP ID
(mandatory) Application provider ID
(when available) Edge application name (including Application provider namespace). 
(when available) Edge application ID
(when available) Operator ID
(when available) Availability Zone
Note: 	It is for further study to include the application customer's perspective next to the application providers'.
Security Requirements
[bookmark: _Toc54104674][bookmark: _Toc54267786][bookmark: _Toc75969901]Functional Elements
[bookmark: _Toc54104675][bookmark: _Toc54267787][bookmark: _Ref73460724][bookmark: _Toc75969902]Capabilities Exposure Role
Detailed requirements on the Capabilities exposure role will be provided in a future version of this document.
[bookmark: _Toc54104676][bookmark: _Toc54267788][bookmark: _Toc75969903]Resource Manager Role
[bookmark: _Ref66813058]Service Availability on Visited Networks
General
Service availability on visited networks shall be considered to allow the users to enjoy edge service outside of their operator network. This condition includes international situations and the inter-operator handovers that occur, for example, when connecting to the end-user's home Wi-Fi network, which a different operator may provide.
With no service availability interaction, the edge service would be delivered from home network resources, with the inherent latency and service degradation.
Requirements
When a user client first attaches to a visited OP, there shall be messaging between the user client, home OP and visited OP. The messaging's purpose is for the Home OP to authenticate the User Client and authorise it to use the Edge Cloud and Network Capabilities on the visited OP.
The messaging shall not be repeated for each application session or each application. 
The authorisation shall be valid for a finite period.
The home OP and visited OP shall have a separate process to agree about charging /settlement for the use of Cloudlets by user clients of the Home OP. It is not the intention to define a granular charging /settlement mechanism ("granular" meaning, for example, per user client or per application instance). 
User plane local breakout shall be available for the user client in the visited network.
If no local breakout is available or there is no service availability agreement among operators, the User Client receives service from home resources and Home OP without Visited OP interaction.
The visited OP may be capable of obtaining the application image (and any associated policies) directly from the Application Provider (typically if it has an NBI with it); otherwise, it shall request it from the Home OP via the E/WBI.
Based on the information received from Home OP and the internal policies, the visited OP shall instantiate the Edge Application on a Cloudlet for use by the user client.
The Visited OP shall match the Application Providers requirements on the usage of Network Capabilities to the exposed capabilities in the visited operator network.
The Visited OP shall be in charge of selecting the Cloudlet within the Visited OP best placed to host the Edge Application (including when the user device moves within the visited OP).
Note: 	User client mobility management is handled with existing mobility management mechanisms.

Operation and Management
The OP shall offer a centralised management plane for the operator to manage the infrastructure. This management plane shall offer an operator
The capability to 
Create Cloudlets within an Availability Zone
a)	Create Cloudlets in a Public Cloud
Manage Edge sites in a federated operator
The capability to manage security groups and privacy policies at each Cloudlet
Ability to provide isolation between applications at run time:
The capability to manage the compute footprint
Create, report, update, delete functions for compute, Memory, storage using the underlying IaaS stack
The capability to manage Availability Zones across the geographical sites within the operator’s domain 
The capability to manage the exposed network capabilities
Capabilities for the operator to monitor Cloudlet usage in terms of compute, memory, storage and bandwidth ingress and egress
The capability to monitor the above metrics per tenant.
Capabilities for automation, with some associated requirements like
Transactions related to automation shall be atomic transactions (i.e. if not all steps of a transaction are completed, then no steps are completed, and no side effects of those steps remain). Possible methods of achieving atomic transactions include:
 Two-phase commit (prepare and commit): in a Prepare phase, services carrying out an atomic transaction notify a Coordinator that they are ready to complete the transaction. In a Commit phase, the Coordinator issues a Commit command to all services that must complete their transaction or a Rollback command if the transaction must not be completed.
Eventual consistency and compensation: A service that updates its state (e.g., updating data that it owns) publishes an event, and other services that subscribe to that event, receive it. Subscribing services updates their corresponding data. If a failed transaction event, the subscribing service can perform a compensating transaction (e.g. emitting a delete event, rolling back processing steps).
Event notifications related to milestones, status changes, changes in the infrastructure or resource availability changes should be used.
The Service Resource Manager shall provide resilience support such as timeouts, support for atomic transactions, and other features that allow a system to be maintained in a consistent state.
The Service Resource Manager shall release reserved resources after the reservation expires (in case of reservation).
The capability to monitor Cloudlet event, alarms logs
The capability to monitor Cloudlet performance metrics 
The capability to offer operator interfaces to federated partner to monitor usage across Cloudlets
[bookmark: _Toc54104677][bookmark: _Toc54267789][bookmark: _Toc75969904]Federation Manager Role
Federation and Platform Interconnection
General
[bookmark: _Ref66812898]Authentication/authorisation
Settlement
Resources management via interconnection
One of the essential points to be solved through the federation interfaces is sharing the Resource Catalogue between instances.
An OP shall be able to share (publish) the Availability Zones available on its footprint/resources:
Zone covered;
Specific resources, e.g. GPU, any FaaS, etc.
An OP shall allow the operators/resource owners to select the resources to be shared via federation.
An OP shall be able to push an Availability Zones catalogue update based on:
Resources specification change, e.g. adding GPU support on a zone;
Resources are no longer available;
New resources/zone availability.
An OP shall allow operators to request the provision of virtualised resources on a federated OP.
An OP shall be able to share the exposed network capabilities.
[bookmark: _Toc54104678][bookmark: _Toc54267790][bookmark: _Ref73460741][bookmark: _Toc75969905]User Client
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