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V0.5	Page 1 of 76
========= Start of changes =======
[bookmark: _Toc68710939][bookmark: _Toc85612556][bookmark: _Toc99610592]Inference Performance (TBC)
Place holder section for inference test cases when requirements are defined.
[bookmark: _Toc85612562][bookmark: _Toc99610598]AI Application Requirements
[bookmark: _Toc85612563][bookmark: _Toc99610599]Biometric Performance – without FIDO & IFAA certification
This section defines test cases for the various biometric requirements associated with specific performance metrics when FIDO/IFAA certification is not available. 
Common Test Procedures for Biometric Performance
This section defines a common procedure to perform Biometric performance testing for 2D, 3D and fingerprint recognition.
[bookmark: _Ref98772613]Preconditions
As required by FIDO Biometrics Requirements (2020) [3], chapter 5.
[bookmark: _Ref98772633]Initial configuration
As required by FIDO Biometrics Requirements (2020), chapter 5.
Test procedure
	Step
	Test procedure
	Expected result

	1
	Switch the DUT on and lock the screen.
	The screen is locked.

	2
	FAR and FRR test procedure for Device Unlock refer to FIDO Biometrics Requirements (2020), 5.1.3.
	Mean of FAR and FRR are obtained.

	3
	Check the result. 
	Both FAR and FRR results meet the relevant requirement.



[bookmark: _Toc85612564][bookmark: _Toc99610600]2D facial biometric system performance
Test purpose
To verify that DUT meets the 2D facial biometric performance requirements.
Referenced requirements
	TS47_3.4.1_REQ_001
	An AI Mobile Device SHOULD support a 2D facial biometric system.

	TS47_3.4.1_REQ_004
	An AI Mobile Device supporting 2D facial biometric system SHALL support the biometric KPI requirement TS47_3.4.1_REQ_004.1 for each of the use cases: Device Unlock, Application Login and Payment Authorization.

	TS47_3.4.1_REQ_004.1
	2D Facial FAR <= (0.002)% and FRR <= (3)% simultaneously


Preconditions
As defined in section 6.1.1.1required by FIDO Biometrics Requirements (2020) [3], chapter 5.
Initial configuration
As defined in section 6.1.1.2required by FIDO Biometrics Requirements (2020), chapter 5.
Test procedure
	Step
	Test procedure
	Expected result

	1
	Switch the DUT on and lock the screen.
	The screen is locked.

	2
	FAR and FRR test procedure for Device Unlock refer to FIDO Biometrics Requirements (2020), 5.1.3.
	Mean of FAR and FRR are obtained.

	3
	Check the result. 
	FAR <= (0.002)% and FRR <= (3)% simultaneously. 

	4
	Repeat step 2-3 for the scenario of Application Login and Payment Authorization respectively.
	All the FAR and FRR results meet requirement TS47_3.4.1_REQ_004.1.


As defined in section 6.1.1.3, with FAR and FRR performance as defined for 2D facial biometric in section 6.1.2.2.
[bookmark: _Toc85612565][bookmark: _Toc99610601]3D facial biometric system performance
Test purpose
To verify that DUT meets the 3D facial biometric performance requirements.
Referenced requirements
	TS47_3.4.1_REQ_002
	An AI Mobile Device SHOULD support a 3D facial biometric system.

	TS47_3.4.1_REQ_005
	An AI Mobile Device supporting 3D facial biometric system SHALL support the biometric KPI requirement TS47_3.4.1_REQ_005.1 for each of the use cases: Device Unlock, Application Login and Payment Authorization.

	TS47_3.4.1_REQ_005.1
	3D Facial FAR <= (0.001)% and FRR <= (3)% simultaneously.


Preconditions
As defined in section 6.1.1.1required by FIDO Biometrics Requirements (2020), chapter 5.
Initial configuration
As defined in section 6.1.1.2required by FIDO Biometrics Requirements (2020), chapter 5.
Test procedure
As defined in section 6.1.1.3, with FAR and FRR performance as defined for 3D facial biometric in section 6.1.3.2.Refer to 6.1.1.5 and the FAR and FRR result SHALL meet requirement TS47_3.4.1_REQ_005.1.
[bookmark: _Toc85612566][bookmark: _Toc99610602]Fingerprint biometric system performance
Test purpose
To verify that DUT meets the fingerprint biometric performance requirements.
Referenced requirements
	TS47_3.4.1_REQ_003
	An AI Mobile Device SHOULD support a fingerprint biometric system.

	TS47_3.4.1_REQ_006
	An AI Mobile Device supporting fingerprint biometric system SHALL support the biometric KPI requirement TS47_3.4.1_REQ_006.1 for each of the use cases: Device Unlock, Application Login and Payment Authorization.

	TS47_3.4.1_REQ_006.1
	Fingerprint FAR <= (0.002)% and FRR <= (3)% simultaneously.


Preconditions
As defined in section 6.1.1.1required by FIDO Biometrics Requirements (2020), chapter 5.
Initial configuration
As defined in section 6.1.1.2required by FIDO Biometrics Requirements (2020), chapter 5.
Test procedure
As defined in section 6.1.1.3 with FAR and FRR performance as defined for fingerprint biometric in section 6.1.4.2Refer to 6.1.1.5, change the facial biometric to fingerprint biometric and the FAR and FRR result SHALL meet requirement TS47_3.4.1_REQ_006.1.
Biometric Performance – with FIDO/IFAA certification
This section defines test cases for the various biometric requirements when FIDO/IFAA certification is available. 
2D facial biometric system performance
Referenced requirements
	TS47_3.4.1_REQ_001
	An AI Mobile Device SHOULD support a 2D facial biometric system.

	TS47_3.4.1_REQ_004
	An AI Mobile Device supporting 2D facial biometric system SHALL support the biometric KPI requirement TS47_3.4.1_REQ_004.1 for each of the use cases: Device Unlock, Application Login and Payment Authorization.

	TS47_3.4.1_REQ_004.1
	2D Facial FAR <= (0.002)% and FRR <= (3)% simultaneously

	TS47_3.4.1_REQ_007
	The biometric key performance indicators (KPIs) for the supported biometric system SHOULD be certified by one or more of the following programs:
Fast IDentity Online (FIDO) Alliance Biometric Component Certification Program.
Internet Finance Authentication Alliance (IFAA) biometric Certification Program.


Test purpose
To verify that DUT meets the 2D facial biometric performance requirements.
Preconditions
OEM provided FIDO/IFAA certification for 2D facial biometric performance.
Initial configuration
None.
Test procedure
	Step
	Test procedure
	Expected result

	1
	Check FIDO/IFFA certification for 2D facial recognition.
	OEM provided FIDO/IFAA certification for 2D facial recognition.



3D facial biometric system performance
Test purpose
To verify that DUT meets the 3D facial biometric performance requirements.
Referenced requirements
	TS47_3.4.1_REQ_002
	An AI Mobile Device SHOULD support a 3D facial biometric system.

	TS47_3.4.1_REQ_005
	An AI Mobile Device supporting 3D facial biometric system SHALL support the biometric KPI requirement TS47_3.4.1_REQ_005.1 for each of the use cases: Device Unlock, Application Login and Payment Authorization.

	TS47_3.4.1_REQ_005.1
	3D Facial FAR <= (0.001)% and FRR <= (3)% simultaneously.

	TS47_3.4.1_REQ_007
	The biometric key performance indicators (KPIs) for the supported biometric system SHOULD be certified by one or more of the following programs:
Fast IDentity Online (FIDO) Alliance Biometric Component Certification Program.
Internet Finance Authentication Alliance (IFAA) biometric Certification Program.


Preconditions
OEM provided FIDO/IFAA certification for 2D facial biometric performance.
Initial configuration
None.
Test procedure
	Step
	Test procedure
	Expected result

	1
	Check FIDO/IFAA certification for 3D facial recognition.
	OEM provided FIDO/IFAA certification for 3D facial recognition.



Fingerprint biometric system performance
Test purpose
To verify that DUT meets the fingerprint biometric performance requirements.
Referenced requirements
	TS47_3.4.1_REQ_003
	An AI Mobile Device SHOULD support a fingerprint biometric system.

	TS47_3.4.1_REQ_006
	An AI Mobile Device supporting fingerprint biometric system SHALL support the biometric KPI requirement TS47_3.4.1_REQ_006.1 for each of the use cases: Device Unlock, Application Login and Payment Authorization.

	TS47_3.4.1_REQ_006.1
	Fingerprint FAR <= (0.002)% and FRR <= (3)% simultaneously.

	TS47_3.4.1_REQ_007
	The biometric key performance indicators (KPIs) for the supported biometric system SHOULD be certified by one or more of the following programs:
Fast IDentity Online (FIDO) Alliance Biometric Component Certification Program.
Internet Finance Authentication Alliance (IFAA) biometric Certification Program.


Preconditions
OEM provided FIDO/IFAA certification for fingerprint performance.
Initial configuration
None.
Test procedure
	Step
	Test procedure
	Expected result

	1
	Check FIDO/IFAA certification for fingerprint recognition.
	OEM provided FIDO/IFAA certification for fingerprint recognition.



[bookmark: _Toc85612567][bookmark: _Toc99610603]On-device Image Processing
[bookmark: _Toc85612568][bookmark: _Toc99610604]Photo scene detection and recognition
Test purpose
To verify that DUT meets the photo scene detection and recognition requirements.
Referenced requirements
	TS47_3.4.2.1_REQ_001
	The AI Mobile Device SHOULD support photo scene detection and recognition where the User has the ability to consent to their use.

	TS47_3.4.2.1_REQ_001.1
	If REQ_001 is supported then the AI Mobile Device SHALL support
Identification of one or more objects in different scenes such as portraits, landscapes, foods, night scenes and texts, etc.

	TS47_3.4.2.1_REQ_001.2
	If REQ_001 is supported then the AI Mobile Device SHALL support
Scene detection capabilities to optimize camera settings for image capture based on scene content. 

	TS47_3.4.2.1_REQ_007
	The AI Mobile Device SHOULD support automatic classification of photos in an album by different categories.


Preconditions
1. To set up Control Group
Select mobile devices that don’t support photo scene detection and recognition, but with the same hardware camera capabilities as DUT as Control Group.
Prepare the Test Dataset
OEM provides list of scene categories supported by the DUT e.g., portrait, landscape, food, night scene, text, pets, flowers etc.
Set of iImages covering all scene categories supported by the DUT e.g., that are evenly categorized as portrait, landscape, food, night scene and text, pets. Flowers etc.	Comment by QC: Assume in this context ‘portrait’ means an image/painting of a person and it does not mean orientation of a photo.
Application to exercise the photo categorization.
2. Test Scripts
Develop Scripts to get the camera setting.
Initial configuration
DUT and Control group are Switched ON and in flight mode.
DUT and Control group are both loaded with test scripts.
The rear cameras of DUT and Control group are available.
The photo scene detection and recognition function on DUT is enabled with user consent.
Test procedure
	Step
	Test procedure
	Expected result

	1
	Switch the DUT’s and Control Group’s rear camera ONon.
	The DUT’s and Control Group’s rear camera is ONon.

	2
	Take photos of the portraita randomly selected images fromin the tTest Ddataset by using DUT and Control Group respectively, check whether the screen show the category correctly on DUT.
	The DUT identifies photo correctly as either a portrait, a landscape, a food, a night scene or a text.
The photos are saved in an album on the DUT.and DUT’s screen show it is portrait.

	33
	Repeat step 2 with the remaining photos in the test dataset.Repeat step 2 for landscapes, foods, night scenes and texts images.
	The photos are saved in album and DUT’s screen can show landscape, food, night screen, text correctly respectively.

	4
	Run test scripts on DUT and Control Group.   
	The corresponding camera settings of portrait, landscapes, foods, night scenes and texts images are obtained respectively.

	5
	Check whether the camera settings on DUT are changed compared to Control Group.
	The camera settings on DUT are changed.

	6
	Open the album on DUT and check whether photos are categorized.
	Photos are categorized into at least 2 categories.


[bookmark: _Toc85612569][bookmark: _Toc99610605]
Camera settings optimisation based on detected scene	Comment by QC: This test would require live subjects e.g., persons, mountain, city at night, food, text etc. Otherwise, camera settings are not expected to change between different scenes. In any case, the test can only verify if the camera settings have changed, say when taking a photo of a subject in good light condition compared to poor light conditions, but it will not be possible to tell whether the camera used the right settings. 
Test purpose
To verify that DUT can optimise camera settings suitable for the detected scene.
Referenced requirements
	TS47_3.4.2.1_REQ_001
	The AI Mobile Device SHOULD support photo scene detection and recognition where the User has the ability to consent to their use.

	TS47_3.4.2.1_REQ_001.2
	If REQ_001 is supported then the AI Mobile Device SHALL support
Scene detection capabilities to optimize camera settings for image capture based on scene content. 


Preconditions
Set of images covering all scene categories supported by the DUT e.g.,  portrait, landscape, food, night scene and text, pets, flowers etc.	Comment by QC: Typically need ‘live’ subjects to check camera settings.
For example, can use a mannequin for a portrait phot, collection of artificial fruits etc.
Script to get the camera setting from each image.
Initial configuration
DUT Switched ON and in flight mode.
DUT loaded with test scripts.

The photo scene detection and recognition function on DUT is enabled with user consent.
Test procedure
	Step
	Test procedure
	Expected result

	1
	Switch the DUT camera ON.
	The DUT’s rear camera is ON.

	2
	Take photos of different scenes that include portraits, landscapes, food, night scene, text.
	The DUT identifies each photo correctly as portrait, landscape, food, night scene and text.
The photos are saved in an album on the DUT.

	3
	Obtain camera setting for each photo.
	Check that camera settings are different for the photos in each scene from the photos of the other scenes e.g., a portrait photo has different aperture setting from that of a landscape photo, or a daylight photo has smaller aperture than the same photo take at night. 	Comment by QC: Comparison is simply to check camera setting is different and does not imply DUT had the right camera settings for the scene.



Photo categorisation
Test purpose
To verify that DUT meets the photo scene detection and recognition requirements.
Referenced requirements
	TS47_3.4.2.1_REQ_007
	The AI Mobile Device SHOULD support automatic classification of photos in an album by different categories.	Comment by QC: Assume OEM will define the different categories supported by the DUT.


Preconditions
Set of images covering all categories supported by the DUT e.g.,  portraits, landscape, food, party, pets, flowers etc.
Initial configuration
DUT Switched ON and in flight mode.
The photo scene detection and recognition function on DUT is enabled with user consent.
Test procedure
	Step
	Test procedure
	Expected result

	1
	Switch the DUT camera ON.
	The DUT’s camera is ON.

	2
	Using DUT, take photos of different scenes supported by the DUT e.g., portraits, landscapes, foods, etc.
	The photos are saved in an album on the DUT according to the defined categories.




Text detection and recognition
Test purpose
To verify that DUT supports automatic language detection, text detection and recognition.
Referenced requirements
	TS47_3.4.2.1_REQ_002
	The AI Mobile Device SHOULD support text detection and recognition of installed language packages, where the User has the ability to consent to the text detection and recognition use.

	TS47_3.4.2.1_REQ_003
	The AI Mobile Device SHOULD support automatic language detection.


Preconditions
3. Get the Supported Language List
Check what languages are supported by DUT. (Self-declaration FORM)
4. Prepare Text Image Dataset
Images containings text in certain language(s) which are supported by the DUT.
Initial configuration
DUT is Switched ON.
The network connection of DUT is Switched OFF and in flight mode. 
The rear camera of DUT is available.
Text detection and recognition function is enabled with user consent.
Test procedure
	Step
	Test procedure
	Expected result

	1
	Apply text detection on text image dataset.
	Text in the picture identified.
Language of the text in the picture identified.The text position is located successfully in a bounding box.

	2
	Apply text recognition on text image dataset.
	The text is recognized successfully..

	3
	Enable function (e.g. translation) related to auto language detection.
	Relative function is enabled.

	4
	Apply auto language detection on the text image dataset.
	The language of the text is successfully detected.


[bookmark: _Hlk100075728][bookmark: _Toc85612570][bookmark: _Toc99610606]Facial photo enhancement (FPE)Void	Comment by QC: All requirements are very subjective and impossible to say pass or fail hence no tests should be defined. Therefore, suggest to delete these tests.
Test purpose
To verify that DUT supports FPE functions.
Referenced requirements
	TS47_3.4.2.1_REQ_004
	The AI Mobile Device SHOULD provide personalized FPE for Users based on gender, age, and skin tone.

	TS47_3.4.2.1_REQ_005
	The AI Mobile Device SHOULD support FPE of multiple people in a single photo.

	TS47_3.4.2.1_REQ_006
	The FPE functionality SHOULD be switched off by default and the AI Mobile Device SHOULD support User adjustment of the FPE level from no enhancement to the max FPE.


Initial configuration
DUT is Switched ON.
Test procedure
	Step
	Test procedure
	Expected result

	1
	Turn on the camera, check whether the FPE function is off.
e.g. On/off icon to indicate the status.
Note: If there are other entrances to FPE, DUT should declare.
	FPE function is off by default.


	2
	Take a photo for more than one person.
	The photo is saved in album as photo 1.

	3
	Switch on FPE function.
	FPE is enabled with user consent.

	4
	Take another photo for the same group of people, and save the photo in album as photo 2.
	The photo is saved in album as photo 2.

	5
	Compare photo 2 with photo 1.
	All people in photo 2 have facial changes. 

	6
	Check whether the FPE can be adjusted from the minimum to the maximum.
	FPE can be adjusted from the minimum to the maximum.


[bookmark: _Toc85612571][bookmark: _Toc99610607]Voice Processing
[bookmark: _Toc99610608][bookmark: _Toc85612572]Test Environment Preparation for Speech Test
It is recommended to carry out tests in an environment where the conditions can be controlled, e.g., thein a reverberation chamber, and the environment has following characteristics. 
· The chamber environment reverberation time should beis between 0.4 second and 0.7 seconds. 
· The chamber environment frequency should beis between 100Hz and 8kHz. 
· The background noise scenarios are defined in Scenario 1-3 below.
· The test subjects are defined in Scenario 4-7 below. 
· The distance between DUT and test subject should is between be at [30] cm and -[60]cm.
· Other specifications for the reverberation chamber can take reference from ETSI EG 202 396-1 (part 6).[8] 
It is acceptable to replace the reverberation chamber and the speaker by a normal test lab and a real tester. The voice source in Figure 1 is shown as a human but it can be an electronic speaker. However, the repeatability of the test will not be as good and it may be difficult to compare results across multiple devices.
[image: Chart, box and whisker chart

Description automatically generated]
 the AI speech recognition system
Note: The speaker in figure 1 can be head model or other equipment with functions such as recording and playing voice.  
The background noise definition:
	Noise
Scenario  No.
	Noise Scenario Category
	Distance between noise source & DUT
	Noise source level

	1
	Background with low noise
	1.5m
	Less than 40dB

	2
	Background with medium noise 
	1.5m
	40-60dB

	3
	Background with high noise
	1.5m
	60-70dB

	1. The background noise source should come from a TV show, a spoken conversation, music and a radio broadcast.
2. The noise source is recommended to use the default language configured on the device.
3. The noise should be:
               3 minutes TV show
               3 minutes human spoken conversation
               3 minutes music (CD or mp3 file) 
               3 minutes radio broadcast (anything)
The background noise can be looped as required



The voice source speed/frequency/tone:
	Scenario No.
	Gender distribution
	Age of the tester 
	Proportion
	Number of People 

	4
	Female 50%
Male 50%
	Below 7 
	20%
	For manual testing: More than [20] people. 
For tool testing: [50-100] people.

	5
	
	7-18
	20%
	

	6
	
	19-50
	40%
	

	7
	
	Beyond 50 
	20%
	


[bookmark: _Toc99610609]Automatic Speech CapabilitiesRecognition
Test Purpose
To verify that DUT meets thesupports automatic speech recognition (ASR), natural language understanding (NLU) and text-to-speech (TTS) capabilitiesrequirements.
Referenced Requirements
	TS47_3.4.3_REQ_001
	The AI Mobile Device SHOULD have speech ability.

	TS47_3.4.3_REQ_002
	The AI Mobile Device SHOULD support Automatic speech recognition (ASR) capabilities where the User has the ability to consent to ASR.

	TS47_3.4.3_REQ_003
	The AI Mobile Device SHOULD support Natural Language Understanding (NLU) capabilities where the User has the ability to consent to NLU.

	TS47_3.4.3_REQ_004
	The AI Mobile Device SHOULD support Synthesized Voice (Text-To-Speech (TTS) capabilities where the User has the ability to consent to TTS.

	TS47_3.4.3_REQ_005
	If the AI Mobile Device supports Voice Assistant then the requirements in section 3.4.3.1 SHALL apply.

	TS47_3.4.3.1_REQ_001
	AI Mobile Device SHALL support the following functions. 	Comment by QC: ASR support is mandatory in this requirement but optional in TS47_3.4.3_REQ_002.
Automatic speech recognition (ASR) capabilities. 
Natural Language Understanding (NLU) capabilities.
Synthesized Voice (Text-To-Speech (TTS)) capabilities. 


Test Method 
For the purpose of convenience, choose to use voice assistant service to verify whether DUT can support ASR, NLU and TTS.
Preconditions 
5. Test Environment and Test subject preparation
Test environment and test subject preparation aAs required in Section 6.43.1.
Test Dataset  
ASR dataset: rRecordecorded wake-up words of all the test subjects. 
•	The target voice volume should be more than 70dB.
•	The number of the recorded wake-up words should be repeated for [20] times each.
•	The gender and age distribution of test subject refer to Scenario 4-7 in Section 6.43.1. 
NLU dataset: conversation scenarios for single subject 
•	The dialogs can be recorded in a quiet environment described in Scenario 1 in Section 6.3.1 by a test subject described in Scenario 6 in Section 6.3.1. The test dataset should include 1 of the following proposed categories,

	Category 
	 Dialogs examples

	Send messages:
	“Open the message”
“Read the latest message”
“Reply to this number”
“Attach one photo in this message”
“Send this message”.

	Operate browser
	“Open browser and search where is the capital of France”
“Open browser and search how many kinds of cats are there”
“Open browser and search what is nuclear”
“Open browser and search what are the main types of roses”
“Open browser and search why is the sky blue”

	Call for location service
	“Find the nearest restaurant”
“Make a phone call to this restaurant”
“How to get there?”


TTS dataset:
•	Prepare at least [5] text sentences, and each sentence should be different from each other, and can be messages/ e-mails that contain numbers, letters, and symbols. 
[bookmark: _Toc85612574]Initial Configuration
DUT is Switched ON and is in idle mode. 
DUT is connected to the network.
Voice assistant is supported by DUT.
The default language configured on the device is recommended to be used for testing.
Test Procedure
	Step
	Test procedure
	Expected result

	1
	Play the randomly selected recorded wake-up word one by one under background each of the background noise scenarios as defined in Scenario 1-3 in Section 6.3.1, respectively.
 Check the response of the DUT and determine whether the voice assistant wake-up is successful (such as displaying the text or giving the voice prompt).
	The voice assistant SHALL be awakened successfully.	Comment by QC: The DUT expected to successfully be awakened 100% of the time?

	2
	The voice assistant is activated, play the recorded NLU dataset under background noise scenarios as defined in Scenario 1-3 in Section 6.3.1, respectively. Determine whether the voice assistant respond correctly.
	The voice assistant SHALL respond correctly in conversations and/or perform tasks successfully.

	3
	The voice assistant is activated, TTS dataset are sent to the DUT and get the voice assistant to broadcast the received text, and check whether the broadcast content is correct.
	The voice assistant SHALL speak the content correctly.


[bookmark: _Toc85612573][bookmark: _Toc99610610]
Natural Language Understanding
Test Purpose
To verify that DUT meets the requirement for Natural Language Understanding.
Referenced Requirements
	TS47_3.4.3_REQ_001
	The AI Mobile Device SHOULD have speech ability.

	TS47_3.4.3_REQ_003
	The AI Mobile Device SHOULD support Natural Language Understanding (NLU) capabilities where the User has the ability to consent to NLU.

	TS47_3.4.3.1_REQ_001
	AI Mobile Device SHALL support the following functions. 
Automatic speech recognition (ASR) capabilities. 
Natural Language Understanding (NLU) capabilities.
Synthesized Voice (Text-To-Speech (TTS)) capabilities. 


Preconditions
Test environment and test subject preparation as required in Section 6.4.1.
NLU dataset: conversation scenarios for a single subject.
The dialogs can be recorded in a quiet environment described in Scenario 1 in Section 6.4.1 by a test subject described in Scenario 6 in Section 6.4.1. The test dataset should include 1 of the following proposed categories:
	Category 
	 Dialogs examples

	Send messages:
	“Open message”
“Read the latest message”
“Reply to this number”
“Attach one photo to this message”
“Send this message”.

	Operate browser
	“Open browser and search where is the capital of France”
“Open browser and search how many kinds of cats are there”
“Open browser and search what is nuclear”
“Open browser and search what are the main types of roses”
“Open browser and search why is the sky blue”

	Call for location service
	“Find the nearest restaurant”
“Make a phone call to this restaurant”
“How to get there?”



Initial Configurations
DUT is Switched ON and is in idle mode. 
DUT is connected to the network.
Voice assistant is supported by DUT.
The default language configured on the device is recommended to be used for testing.
Test Procedure
	Step
	Test procedure
	Expected result

	2
	The voice assistant is activated, randomly play each of the recorded NLU phrase from the dataset under background noise Scenario 1-3.
Determine whether the voice assistant responds correctly.
	The voice assistant responds correctly.



Text to Speech
Test Purpose
To verify that DUT can meet the text-to-speech requirement.
Referenced Requirements
	TS47_3.4.3_REQ_001
	The AI Mobile Device SHOULD have speech ability.

	TS47_3.4.3_REQ_004
	The AI Mobile Device SHOULD support Synthesized Voice (Text-To-Speech (TTS) capabilities where the User has the ability to consent to TTS.

	TS47_3.4.3.1_REQ_001
	AI Mobile Device SHALL support the following functions. 
Automatic speech recognition (ASR) capabilities. 
Natural Language Understanding (NLU) capabilities.
Synthesized Voice (Text-To-Speech (TTS)) capabilities. 


Preconditions
Test environment and test subject preparation as required in Section 6.4.1.
Test Dataset
Prepare at least [5] different text sentences, and can be messages/ e-mails that contain numbers, letters, and symbols. 
Initial Configurations
DUT is Switched ON and is in idle mode. 
DUT is connected to the network.
Voice assistant is supported by DUT.
The default language configured on the device is recommended to be used for testing.
Test Procedure
	Step
	Test procedure
	Expected result

	3
	The voice assistant is activated, TTS dataset are sent to the DUT and get the voice assistant to readout the received text, and check whether the readout matches the text.
	The voice assistant speaks the content correctly.	Comment by QC: TTS can vary considerable depending on the actual text, for example some foreign names in the text may not sound as they should. Therefore, the accuracy of the spoken word can be subjective.



Voice Assistant Functions
Voiceprint Recognition Performance - quiet environment
Test Purpose
To verify that DUT meets the voice trigger performance requirements.
Referenced Requirements
	TS47_3.4.3.1_REQ_002
	The AI Mobile Device SHALL support voice trigger, and its specific requirements are listed in the following sub requirements: TS47_3.4.3.1_REQ_002.1, 002.2 and_002.3

	TS47_3.4.3.1_REQ_002.1
	The AI Mobile Device SHOULD support voiceprint recognition for preventing people other than the device’s owner from triggering voice assistant.

	TS47_3.4.3.1_REQ_002.2
	In a quiet environment, the following SHALL be required:
The true acceptance rate (TAR) >= (90)%, and the false acceptance rate (FAR) of voiceprint recognition <= (20)%. 

	TS47_3.4.3.1_REQ_002.3
	In a noisy environment, the following SHALL be required:
TAR >=(80)%, and FAR of voiceprint recognition <= (20)%.


Preconditions
Test Environment and Test subject preparation
Test environment and test subject preparation as required in Section 6.4.1 and background noise scenarios as defined in Scenario 1.As required in Section 6.3.1.

Note: For Quiet Environment, refer to the background noise scenarios as defined in Scenario 1 in Section 6.3.1 of which the noise level is less than 40dB. 
For Noisy Environment, refer to Scenario 2-3 in Section 6.3.1 of which the noise level is between 40 and 70dB. 
Test Dataset 
Record wake-up words of all the test subjects.
The target voice volume should be more than 70dB.
The number of the recorded wake-up words should be repeated for [20] times.
The gender and age distribution of test subject refer to Scenario 4-7 in Section 6.4.1. 
Refer to ASR dataset described in Section 6.3.2.4
Initial Configuration
DUT is Switched ON. 
DUT is connected to the network
Test subject is labeledlabelled as v(i), where i = 1 to n, where n is the total number of the test subjects.
Test Procedure
	Step
	Test procedure
	Expected result

	Step
	Test Procedure
	Expected result

	1
	Switch on the voice assistant.
	The voice assistant is on.

	2
	Conduct the test in quiet environment, for each v(i) , enroll its wake-up word according to the system prompts.
	Wake-up word setting is successful.

	3
	Play the v(i) recorded wake-up word and record the success wake-up times as M(i).
	The value of M(i) are obtained. 

	4
	Play the rest (n-1) test subject’s wake-up word, check whether the voice assistant is waken-up and record the number of success as N(i).
	The values of N(i) are obtained.

	5
	Compute TAR and FAR of voiceprint recognition, compare the result with the value specified in the requirement TS47_3.4.3.1_REQ_002.2.
TAR=, FAR of voiceprint recognition=
	The TAR and FAR of voiceprint recognition result meets requirement TS47_3.4.3.1_REQ_002.2.

	6
	Repeat step 2-5 for noisy environment.
	All the TAR and FAR of voiceprint recognition results meet requirement TS47_3.4.3.1_REQ_002.3.


Voiceprint recognition performance – noisy environment
Test purpose
To verify that DUT meets the voice trigger performance requirements.
Referenced requirements
	TS47_3.4.3.1_REQ_002
	The AI Mobile Device SHALL support voice trigger, and its specific requirements are listed in the following sub requirements: TS47_3.4.3.1_REQ_002.1, 002.2 and_002.3

	TS47_3.4.3.1_REQ_002.1
	The AI Mobile Device SHOULD support voiceprint recognition for preventing people other than the device’s owner from triggering voice assistant.

	TS47_3.4.3.1_REQ_002.3
	In a noisy environment, the following SHALL be required:
TAR >=(80)%, and FAR of voiceprint recognition <= (20)%.


Preconditions
Test environment and test subject preparation as required in Section 6.4.1 and background noise scenarios as defined in Scenario 2 & 3.
Test Dataset: 
Record wake-up words of all the test subjects.
The target voice volume should be more than 70dB.
The number of the recorded wake-up words should be repeated for [20] times.
The gender and age distribution of test subject refer to Scenario 4-7 in Section 6.4.1. 
Initial configuration
DUT is Switched ON. 
DUT is connected to the network
Test subject is labelled as v(i), where i = 1 to n, where n is the total number of the test subjects.
Test procedure
	Step
	Test procedure
	Expected result

	1
	Switch on the voice assistant.
	The voice assistant is on.

	2
	Conduct the test in quiet environment, for each v(i) , enroll its wake-up word according to the system prompts.
	Wake-up word setting is successful.

	3
	Play the v(i) recorded wake-up word and record the success wake-up times as M(i).
	The value of M(i) are obtained. 

	4
	Play the rest (n-1) test subject’s wake-up word, check whether the voice assistant is waken-up and record the number of success as N(i).
	The values of N(i) are obtained.

	5
	Compute TAR and FAR of voiceprint recognition, compare the result with the value specified in the requirement TS47_3.4.3.1_REQ_002.2.
TAR=, FAR of voiceprint recognition=
	The TAR and FAR of voiceprint recognition result meets requirement TS47_3.4.3.1_REQ_002.2.

	6
	Repeat step 2-5 for noisy environment.
	All the TAR and FAR of voiceprint recognition results meet requirement TS47_3.4.3.1_REQ_002.3.



On-device Speech Recognition
Test Purpose
To verify that the voice assistant of DUT has the local capability to change system setting even in the case that without network connection and invoke native application. 
Referenced Requirements
	TS47_3.4.3.1_REQ_003
	The AI Mobile Device SHALL have on-device speech recognition library (i.e. with no access to the Internet) for changing the system setting (e.g. Turn Bluetooth on/off via voice assistant) and invoking the native applications (e.g. send SMS via voice assistant).  


Preconditions
1. [bookmark: _Toc81490480]Test Environment and Test subject preparation 
Test environment and test subject preparation as required in Section 6.4.1As required in Section 6.3.1.

Test Dataset 
	The dialogs should be recorded recorded in a quiet environment described in Scenario 1 in Section 6.43.1 by test subjects in Scenario 6 in Section 6.43.1.
 Each test subject should record 5 different commands such as thoseof the following proposed categories shown below:,
	CommandCategory examples

	Set the volume of the phone
	Calculate mathematics

	Play local music
	Turn on the flashlight

	Set alarms on the phone
	Launch Applications

	Open the Gallery
	Add memos


Initial Configuration
DUT is in flight mode.
DUT is Switched ONn.
The Network connection of DUT is Switched OFF.
Test Procedure
	Step
	Test procedure
	Expected result

	1
	Play a random commanddialog from the test dataset and check whether voice assistant can responds to the commandor execute correctly.
	The voice assistant responds or executes the command correctly for the test dialo.g 

	2
	Repeat 4 times for different commanddialogs fromin the test dataset.
	The voice assistant responds or execute the command correctly for the test dialogs.



Interaction with Third-party Applications
Test Purpose
To verify that voice assistant on DUT supports interaction with third-party applications.
Referenced Requirements
	TS47_3.4.3.1_REQ_004
	The AI Mobile Device SHOULD have access to different categories of applications and invoke these applications’ services and functions via voice assistant.


Preconditions
2. Test Environment and Test subject preparation 
3. Test environment and test subject preparation as required in Section 6.4.1As required in Section 6.3.1.

Test Dataset 
•	The dialogs in test dataset should be recorded in a quiet environment described in Scenario 1 in Section 6.43.1 by test subjects in Scenario 6 in Section 6.43.1.
OEM provides the list of commands supported by the DUT.
 Each test subject should record [2] commands.of the following proposed categories,
• ‘check/send messages on a social App’
• ‘search information on a search engine App’
• ‘search item on a shop App’
• ‘navigate a location on navigation App’
Note: look into the Self declare Form to see what third-party applications are supported by DUT ( Self declare FORM).
Initial Configuration
DUT is Switched ON.
DUT is connected to the network
Test Procedure
	Step
	Test procedure
	Expected result

	1
	Randomly pPlay a dialogcommand from the test dataset and check whether voice assistant can responds or execute correctly to the command.
	The voice assistant responds or executes the command correctly for the test dialog.

	2
	Repeat once1 timeswith a  for different dialog command fromin the test dataset.
	The voice assistant responds or executes the command correctly for another different test dialog.


Information Search
Test Purpose
To verify that voice assistant on DUT supports information search.
Referenced Requirements
	TS47_3.4.3.1_REQ_005
	The AI Mobile Device SHALL support information search by on-device voice assistant.


Preconditions
4. Test Environment and Test subject preparation
Test environment and test subject preparation as required in Section 6.4.1.As required in Section 6.3.1.

Test Dataset 
•	The dialogs command in the test dataset should be recorded in a quiet environment described in Scenario 1 in Section 6.43.1 by test subjects in Scenario 6 in Section 6.43.1. 
Each test subject should record [5] of the following proposed categories,
	Category 
	CommandDialogs Examples

	Business & finance
	What is the stock market for GOOG?

	Food & drink
	How to cook t beef steaks

	Games & fun
	Play Hip-hop music

	Health & fitness
	What is the benefit of doing exercise?

	Children & family
	Where is the tallest building in the world?

	Navigation service
	How do I get to the nearest petrol station?

	Movies, Music, photos
	Open the photo that was taken in Beijing last month

	News & books
	Display the news for yesterday

	Productivity
	Is there any arrangement on 19th of March?

	Shopping
	What is the price for iPhone X on Amazon?

	Social & Communications
	Check my tweets on twitter 

	Sports
	What is the UK premier league football match for tonight

	Travel & transportation
	List some hotels in Dubai

	Weather
	Will it rain tomorrow?

	Knowledge & encyclopaediaencyclopedia
	Give me an introduction to the Law of Gravity


Initial Configuration
DUT is Switched ONn.
DUT is connected to the network.
Test Procedure
	Step
	Test procedure
	Expected result

	1
	Randomly pPlay a dialog command from the test dataset and check whether voice assistant can responds or execute correctly. 
	The voice assistant responds or executes the command correctly for the test dialog.

	2
	Repeat 4 times for different dialogs command fromin the test dataset.
	The voice assistant responds or executes the command correctly for the test dialogs.



Interaction with Smart Devices
Test Purpose
To verify that voice assistant on DUT supports interaction with smart devices.
Referenced Requirements
	TS47_3.4.3.1_REQ_006
	The AI Mobile Device SHOULD support interaction with smart devices (e.g. home appliances) via voice assistant.


Preconditions
5. Test Environment and Test subject preparation
Test environment and test subject preparation as required in Section 6.4.1.As required in Section 6.3.1.

Test Dataset 
	•	The dialog should be recorded in a quiet environment described in Scenario 1 in Section 6.43.1 by test subjects in Scenario 6 in Section 6.43.1.
 One example is turning smart device on/off and more dialogs can be included if needed.
OEM provides list of supported smart devices.  
Note: Look into the Self declare Form to see what smart devices are supported by DUT should (Self declare FORM).
Initial Configuration
DUT is Switched ON.
DUT is connected to the network.
Test Procedure
	Step
	Test procedure
	Expected result

	1
	Play the commanddialog in from the test dataset and check whether voice assistant can interacts with smart devices successfully.
	The voice assistant interact’s with the smart devices successfully. 



[bookmark: _Toc99610611]Augmented Reality (AR)
[bookmark: _Toc99610612][bookmark: _Toc85612576]AI capabilities for AR applications
Test Purpose
To verify that DUT provides AI capabilities for AR native and third-party applications.
Referenced Requirements
	TS47_3.4.4_REQ_001
	The AI Mobile Device SHOULD provide the following AI capabilities for AR native and third-party applications:
1. Hand gesture recognition. 
2. Hand skeleton tracking.
3. Human body pose recognition. 
4. Human body skeleton tracking.


Preconditions 
6. Check what AI capabilities are supported by AR applications on DUT 
Look into the Self declare Form to see what AI capabilities in TS47_3.4.4_REQ_001 are supported by AR applications on DUT. ( Self declare FORM)
OEM provides list of AR application categories supported by the DUT.
Initial Configuration
DUT is Switched ON and in flight mode. 
The setting for camera access for DUT is turned on.
Test procedure

	Step
	Test procedure
	Expected result

	1
	Open the first AR application, perform gesture in front of the camera, that support hand gesture recognition function, do the hand gesture that DUT supports. C and check whether the appropriate gesture is depicted correctly on the screenhand gesture can be recognized.
Note: All hand gesture should be done in front of the DUT’s camera. 
	The hand gesture can be recognized successfullyScreen shows appropriate gesture correctly.

	2
	Open the AR application that support hand skeleton tracking function. Move the hand, and check whether the hand can be tracked.Repeat step 1 for the next supported AR application category.
	The hand movement can be tracked.

	3
	Open the AR application that support human body recognition function, do the pose that DUT supports. Check whether the human body pose can be recognized.
	The human body pose can be  recognized successfully.

	4
	Change to another human body pose, check whether the pose can be tracked and recognized.
	The human body pose can be tracked and recognized successfully.


[bookmark: _Toc99610613]
AR Emoji application
Test purpose
To verify that DUT supports AR emoji and AR video functions.
Referenced requirements
	TS47_3.4.4_REQ_002
	The AI Mobile Device SHOULD support the following applications:	Comment by QC: These are really two separate requirements because in (1) a real image converted to a computer generated image, such as emoji, cartoon character etc, (2) a real image combined with computer generated image.

At least there should be separate test cases.
1. AR Emoji
a. Creating customized AR-based Emoji. 
b. Tracking User’s facial movement and expression and render these on the AR-based Emoji.
2. AR video
a. Compositing real objects with virtual objects and/or virtual background.
b. Minimum (30) fps frame rate.
c. AR shadow effect and occlusion handling.
d. AR enhanced information text labels should not deviate or disappear from the actual target scene when the AI Mobile Device moves.


Preconditions
7. FPS Test Script preparation
Test script for Frames Per Second measurement.
Initial configuration
DUT is Switched ON and in flight mode.
DUT is loaded with FPS Test Script. 
The DUT is configured to support at least LTE network.	Comment by QC: Why does DUT need to be connected to the cellular network? All AI functions should be performed on the DUT hence there is no need for the DUT to be connected to the network.
Test procedure
	Step
	Test procedure
	Expected result

	1
	Switch the camera on DUT, turn on theEnable AR emoji function.
Note: If there are other entrances to AR, DUT should declare.
	The AR emoji function is enabled.

	2
	Create/select an AR emoji .
Request test subject to make various movements supported by the emoji e.g.,and move test subject’s head to left, then blink eyes, move arms, jump up/down, and open/close mouth, make sad/happy face, etc to check whether the emoji do the same actions.	Comment by QC: If it is face emjoi then arm movements, or jump up/down are not applicable.
Check Emoji follows the gestures.
	The AR emoji does the same actions with as the test subject.

	3
	Switch to AR video function.
	

	4
	Scan the ground.
	Virtual plane appears.

	5
	Select an AR object and place it on the virtual plane.
	AR object appears on the virtual plane and has a well interaction/combination with real environment.

	6
	Select another AR object with shadow, move the DUT to weak light place, check the shadow effect.
	The shadow is darken in the weak light place.

	7
	Move the AR object behind one real object
	The occlusion reflects the real situation.

	8
	Apply AR video for 60 seconds and run the FPS Test Program.
	The measured FPS is greater than 30.

	9
	Switch to the scene that can show AR enhanced information text label, move the DUT horizontal and vertical, check whether the label deviates or disappears during the moving.
	The label is not deviate or disappear during the moving.



AR Video application
Test purpose
To verify that DUT supports AR video functions.
Referenced requirements
	TS47_3.4.4_REQ_002
	The AI Mobile Device SHOULD support the following applications:
3. AR Emoji
a. Creating customized AR-based Emoji. 
b. Tracking User’s facial movement and expression and render these on the AR-based Emoji.
4. AR video
a. Compositing real objects with virtual objects and/or virtual background.
b. Minimum (30) fps frame rate.
c. AR shadow effect and occlusion handling.
d. AR enhanced information text labels should not deviate or disappear from the actual target scene when the AI Mobile Device moves.


Preconditions
Test script for Frames Per Second measurement.
Initial configuration
DUT is Switched ON and in flight mode.
DUT is loaded with Test Script to measure Frames Per Second. 
Test procedure	Comment by QC: This procedure and expected results are not clear, needs more work.
	Step
	Test procedure
	Expected result

	3
	Switch to AR video function.
	

	4
	Scan the ground to create a virtual plane.
	Virtual plane appears.	Comment by QC: Why create a virtual plane? Should it not be a real ground plane display on the screen and then virtual objects can be added to the real plane? 

	5
	Select an AR object and place it on the virtual plane.
	AR object appears on the virtual plane and has a well interaction/combination with real environment.

	6
	Select another AR object with shadow, move the DUT to weak light place, check the shadow effect.
	The shadow is darker in the weak light place.	Comment by QC: Shadow should be less distinguishable when real light is low?

	7
	Move the AR object behind one real object
	The occlusion reflects the real situation.

	8
	Apply AR video for 60 seconds and run the FPS Test Program.
	The measured FPS is greater than 30.

	9
	Switch to the scene that can show AR enhanced information text label, move the DUT horizontally and vertically, check whether the label deviates or disappears while DUT is moving.
	The text label does not deviate or disappear during DUT move.





========= End of changes =======
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