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1. [bookmark: _Toc17275947]Introduction
0. [bookmark: _Toc529515932][bookmark: _Toc8030806][bookmark: _Toc17275948]Overview
European Telecommunications Standards Institute (ETSI) defines Multi-access Edge Computing (MEC) as a network and service paradigm for offering application developers and content providers cloud-computing capabilities and an IT service environment at the edge of the network. This environment is characterized by ultra-low latency and high bandwidth as well as real-time access to radio network information that can be leveraged by applications and developer communities by optimising the current products and services, and bringing new ones to the market. 
This document provides an overview of MEC APIs (Application Programming Interface) as from ETSI, and other standardization bodies or industry consortia with the aim to conduct an overall gap analysis in the direction of enabling MEC business opportunities and exploitation models for all stakeholders. The document is leveraging also on former white paper IG.02 MEC Operator opportunities and implementation guidelines” [25] of GSMA MEC (in 2017-2018) and it refers to both current infrastructures and their evolution towards 5G.
0. [bookmark: _Toc529515933][bookmark: _Toc8030807][bookmark: _Toc17275949]Scope
The scope of this document is to: 
provide an overview of MEC APIs as from ETSI, and other standardization bodies or industry consortia;
provide an overview of the SDOs and Consortia activities on MEC;
conduct an overall gap assessment of MEC technologies in order to leverage related business opportunities unlock new revenue models for the benefit of all stakeholders; 
share reliable use case information to illustrate how MEC APIs can help build new business opportunities for all stakeholders. 
0. [bookmark: _Toc529515934][bookmark: _Toc327548201][bookmark: _Toc327548001][bookmark: _Toc327447333][bookmark: _Toc8030808][bookmark: _Toc17275950]Definitions

	Term 
	Description

	DevOps
	DevOps is a set of software development practices that combines software development (Dev) and information technology operations (Ops) to shorten the systems development life cycle while delivering features, fixes, and updates frequently in close alignment with business objectives.

	Public Cloud
	The public cloud is defined as computing services offered by third-party providers over the public Internet, making them available to anyone who wants to use or purchase them. They may be free of charge or sold on demand, allowing customers to only pay per usage for the CPU cycles, storage or bandwidth they consume.

	P4
	P4 is a programming language designed to allow programming of packet forwarding planes. In contrast to a general purpose language such as C or Python, P4 is a domain-specific language with a number of constructs optimized around network data forwarding.

	MEC
	Multi-access edge computing (MEC), formerly mobile edge computing, is a network architecture concept that enables cloud computing capabilities and an IT service environment at the edge of the cellular network and, more in general at the edge of any network.

	Digital Transformation
	Digital Transformation is the novel use of digital technology to solve traditional problems. These digital solutions enable inherently new types of innovation and creativity, rather than simply enhance and support traditional methods.

	Industrial Internet
	The Industrial Internet is the integration and linking of big data, analytical tools and wireless networks with physical and industrial equipment, or otherwise applying meta-level networking functions, to distributed systems.

	V2X
	V2X or Vehicle-to-everything is a form of technology that allows vehicles to communicate with both mobile and immobile parts of the traffic system around them.

	Zero Touch Provisioning
	
ZTP enables rapid and automated configuration, and provisioning of network equipment and devices, thus eliminating most of the current labour intensive processes. 


0. [bookmark: _Toc529515935][bookmark: _Toc327548202][bookmark: _Toc327548002][bookmark: _Toc327447334][bookmark: _Toc8030809][bookmark: _Toc17275951]Abbreviations
	Term 
	Description

	API
	Application Programming Interface

	AR/VR
	Augmented Reality/ Virtual Reality

	CDN
	Content Delivery Networks

	CORD
	Central Office Re-architected as a Datacenter

	CP
	Content Providers

	ETSI
	European Telecommunications Standards Institute

	E-CORD
	Enterprise Central Office Re-architected as a Datacenter

	IaaS
	Infrastructure as a Service

	ICT
	Information Communications Technology

	IIC
	Industrial Internet Consortium

	IoT
	Internet of Things

	ISG
	Industry Specification Group

	LTE
	Long Term Evolution

	MEC
	Multi-access Edge Computing

	MNO
	Mobile Network Operator

	NFV
	Network Functions Virtualization

	OTT 
	Over the Top

	ONF
	Open Network Foundation

	PaaS
	Platform as a Service

	RAN
	Radio Access Network

	ROI
	Returns on Investment

	SaaS
	Software as a Service

	SBA
	Software Based Architecture

	SDN
	Software Defined Networks

	SWOT
	Strength, Weaknesses, Opportunities and Threats

	TCO
	Total Cost of Ownership

	UE
	User Equipment

	V2X
	Vehicle to Everything

	ZTP
	Zero Touch Provisioning
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1. [bookmark: _Toc8030811][bookmark: _Toc17275953]Context and Drivers
The current technology trends (for example, SDN, NFV and Cloud-Edge Computing) and economic drivers are paving the way for Digital Transformation of ICT and the telecommunications industry, particularly with 5G implementations and MEC is expected to play a key strategic role in this regard. 
Network and Service Providers are exploring different strategies for MEC introduction and exploitation, primarily motivated by the potential opportunities for: 
Saving costs in the Digital Transformation of the network and service infrastructures; 
Generating new revenue streams, for example, by improving performance of current services and enabling new ones, with the related business models.
1. [bookmark: _Toc8030812][bookmark: _Toc17275954]MEC SDOs and APIs overview
Several standardization bodies and fora are addressing Multi-access Edge Computing (MEC) and, more in general, Edge Computing.  
The following sections aim to summarize the different complementary API specifications work done by these SDO bodies and fora. 

[bookmark: _Toc8030813][bookmark: _Toc17275955]MEC APIs in Standardization Bodies
0. [bookmark: _Toc8030814][bookmark: _Toc17275956]ETSI MEC
Multi-access Edge Computing (MEC) Industry Specification Group (ISG) has released various ETSI Group Specifications for the MEC architecture, and Application Programming Interfaces (APIs) to support edge computing interoperability.
[image: ]
ETSI MEC reference architecture
MEC API Specifications provide a set of service related APIs, which are used to expose network and context information along with design principles, patterns and guidance for their documentation. Compliance with these principles ensures consistency across APIs. MEC APIs are designed to be application-developer friendly and easy to implement so as to stimulate innovation and foster the development of MEC based applications. ETSI MEC work was based on TM Forum and Open Mobile Alliance (OMA) work, as well as approaches currently used in developer communities.
Below is the list and high level overview of the ETSI MEC APIs and related specifications. All APIs are documented using the OpenAPI framework. For detailed understanding, the readers can access the provided links:
GS MEC 009 – General Principles of Mobile Edge Service APIs [1]  describes the processes for defining RESTful multi-access edge service APIs, including naming conventions, provisions for an OpenAPI definition, and outlining API patterns.
GS MEC 010-2 — Mobile Edge Management; Part 2: Application Lifecycle, Rules and Requirements Management [2] details the application’s lifecycle management while using the edge of a network. It also covers the interfaces, reference points, and the application’s rules and requirements.
GS MEC 011 — Mobile Edge Platform Application Enablement [3] explains the process of how applications communicate with the edge by detailing the activity of a reference point between the edge applications and the edge platform. This standard provides how the information flows between the application and the platform, what information is necessary for the communication to work, and illustrates the data model.
GS MEC 012 — Radio Network Information API [4] defines the Radio Network Information API and how it functions on the edge. The ETSI Industry Standards Group (ISG) defines Radio Network Information Service (RNIS) as “a service that provides radio network information to mobile edge applications and mobile edge platforms.” The benefit of this API is that it can optimize services on the edge that utilise radio resources. The document specifies the RESTful API with the data model.
GS MEC 013 — Location API [5] specifies what the Location Service API is and details how it functions on the edge. The purpose of this API is that the “edge platform or applications perform the active device location tracking, location-based service recommendation, etc.”
GS MEC 14 - UE Identity API [6] focuses on the UE Identity functionality and describes the related application policy information (including authorization, access control and traffic rule pattern format), information flows, required information and service aggregation patterns. The document specifies the necessary API, data model and data format, considering existing API(s) if applicable;
GS MEC 15 - Bandwidth Management API [7] focuses on the Bandwidth Management mobile edge service and describes the related application policy information including authorization and access control, information flows, required information and service aggregation patterns. The document specifies the necessary API with the data model and data format.
ETSI GS MEC 016 UE application interface [8] contains the specification for the lifecycle management of user applications over the UE application interface. This interface is over the Mx2 reference point between the device application in the UE and the User Application LifeCycle Management Proxy (UALCMP) in the MEC system. The present covers the following lifecycle management operations: user application look-up, request for the user application instantiation, and the request for the user application termination. In addition, a mechanism is specified for the exchange of lifecycle management related information between the MEC system and the UE application.
ETSI GS MEC 017 Deployment of Mobile Edge Computing in an NFV environment [9] describes solutions that allow the deployment of MEC in a NFV environment. For each solution, it describes the motivation for the solution, its architectural impacts and the necessary work to enable it. The document provides recommendations as for where the specification work needs to be done.
ETSI GS MEC 018 End to End Mobility Aspects [10] focuses on mobility support provided by Mobile Edge Computing. It documents mobility use cases and end to end information flows to support UE and Application mobility for Mobile Edge Computing. The document describes new mobile edge services or interfaces, as well as changes to existing mobile edge services or interfaces, data models, application rules and requirements. The document identifies gaps to support mobility that are not covered by existing WIs, documents these gaps and recommends the necessary normative work to close these gaps.
ETSI GS MEC 022 Study on MEC Support for V2X Use Cases [11] focuses on identifying the MEC features to support V2X applications. It collects and analyses the relevant V2X use cases (including the findings from external organizations), evaluates the gaps from the defined MEC features and functions, and identifies the new requirements including new features and functions. When necessary, this may include identifying new multi-access edge services or interfaces, as well as changes to existing MEC services or interfaces, data models, application rules and requirements. 

These two ETSI white papers “ETSI White Paper on MEC in 4G “  [12] and “ETSI White Paper on MEC in 5G”  [13], address architectural and APIs aspects for MEC deployments in 4G and 5G. The white papers make references to the 5G system architecture as specified by 3GPP and described in 3GPP - System Architecture for the 5G System [14]. 
In this 5G system specification there are two options available for the architecture; one with the traditional reference point and interface approach and the other where the core network functions interact with each other using a Service Based Architecture (SBA). 
In “ETSI White Paper on MEC in 5G” [13], the emphasis is on the SBA option of the 5G system architecture. In the SBA there are functions that consume services and those that produce services. There is a framework provides the necessary functionality to authenticate the consumer and to authorize its service requests. The framework supports flexible procedures to efficiently expose and consume services. The API framework defined by ETSI ISG MEC is aligned with these principles and in fact does exactly the same for MEC applications as the SBA does for network functions and their services. The functionality needed for efficient use of the services includes registration, service discovery, availability notifications, de-registration and, authentication and authorization. All this functionality is the same in both the SBA and the MEC API frameworks.
ETSI also published a white paper “Developing Software for Multi-Access Edge Computing” [15] which provides guidance for software developers on approach for architecting and developing applications with components that will run in edge clouds, such as those compliant with ETSI’s MEC standards. The white paper summarizes the key properties of edge clouds, as distinct from a traditional cloud point-of-presence, as well as the reasons why an application developer should choose to design specifically for these. It also provides high-level guidance on how to approach such design, including interaction with modern software development paradigms, such as micro-services -based architectures and DevOps.
0. Example of APIs developments by SK Telecom based on ETSI MEC 
This section describes an example of APIs developments by SK Telecom based on ETSI MEC. 
According to SK Telecom, in order to provide competitive MEC Services based on SKT’s 5G network, even in an environment where low latency is guaranteed, the development of MEC-based services requires variety of interface environments and components.
In particular, "location", "customer authentication" and "data security" are representative elements that are difficult to get from 3rd Party developers and Public Cloud Service Providers. SK Telecom provides "location, verification and data security" services which are a unique asset of a telecom company, and these could be exposed to 3rd party and Public Cloud Service Providers via APIs.
SK Telecom is also developing an "API Gateway" and SDKs for easy delivery of these APIs and all implemented APIs and SDKs will be distributed through "SK Telecom MEC Service Portal". Below table shows the SKT and ETSI APIs and retrievable information exposed using these.

[image: ]
 Re-categorized APIs by SK Telecom based on ETSI MEC APIs

SKT’s MEC API gateway is based on ETSI standards and has an interface interoperating with SKT's infrastructure to expose APIs for fulfilling various 5G service requirements and address needs of specific 5G use cases. 
 
[image: ]

 Service & APIs usage based on service requirements

With MEC technologies SKT plans to provide services to B2C/B2B market in below areas:
Interactive AR/VR
Smart Factory
V2X, Drone Controlling
Retail store using user location information
Cloud game with streaming media, etc.

Moreover, to realize the potential of MEC technology, SK Telecom will provide network information based services to real time service providers to make it easier for them to deliver advanced QoS in 5G network. See examples below:
Advanced buffering in MEC with network assurance service

[image: Video]

 Differentiated Video Streaming with network resource
· [image: Spoofing]Advanced location verification from MEC with 5G network based location information
 
 Location Spoofing Verification with Location Service

0. [bookmark: _Toc8030815][bookmark: _Toc17275957]Industrial Internet Consortium (OpenFog)
In January 2019 [16], the Industrial Internet Consortium (IIC™) [17] and the OpenFog Consortium announced that they will work together under the IIC umbrella to drive the momentum of the industrial internet, including the development and promotion of industry guidance and best practices for fog and edge computing.
IIC used the ISO/IEC/IEEE: “ISO/IEC/IEEE 42010:2011 Systems and software engineering --
Architecture description”, 2011 to define its Industrial Internet Architecture Framework (IIAF). 

The following five functional domains have been identified:
Control Domain
Operations Domain
Information Domain
Application Domain
Business Domain
APIs are being defined for these domains. For instance, within the Control Domain, a connectivity abstraction function may be used to encapsulate the specifics of the underlying communication technologies, using one or more common APIs to expose a set of connectivity services. These services may offer additional connectivity features that are not otherwise available directly from the underlying communication technologies, such as reliable delivery, auto-discovery and auto-reconfiguration of network topologies upon failures.
0. [bookmark: _Toc8030816][bookmark: _Toc17275958]ONF EDGE CORD
E-CORD [18] builds on the CORD platform to create a cloud-native solution for delivering services to enterprise customers. In general, CORD platform makes use of REST APIs to create, read, update, and delete any object of the platform. Models & APIs are published as technical recommendations, although the ONF may at its discretion publish the work as Informational on the ONF website. For instance, end of 2018 ONF approved and published the latest version of the Transport API, known as TAPI 2.1. TAPI delivers a photonic media model and flexible NorthBound Interface (NBI). Still in the context of ONF, Google Cloud and Barefoot Networks have collaborated to create an open source runtime API for the P4 network programming language. Rather than deploying purpose-built equipment on the customer site or in the operator’s network, E-CORD creates an agile solution blending Cloud, SDN and NFV technologies into a cohesive solution where virtualized functions can be deployed where they make sense.
E-CORD enables the delivery of a variety of services for enterprise customers, including:
Private VPNs
Internet Connectivity
Content Delivery Networks
SD-WAN traffic optimization over multiple backbones
Application traffic prioritization
Firewall and security services
0. [bookmark: _Toc17275959][bookmark: _Toc8030817]E-CORD platform makes use of REST APIs to create, read, update, and delete any object and service provided by the platformTelecom Infra Project / WGs on Edge Computing
TIP focuses on lab and field implementations for services/applications at the network edge, leveraging open architecture, libraries, software stacks and MEC, into a platform. The Working Group will provide composites of services and deliver application venues, reduction in backhaul, service aware and ease of use methodologies turning the RAN network edge, mobile, fixed, licensed and unlicensed into an open media and service hub. The WG will also work on delivering minimum service specifications for the use cases in order to make them architecture agnostic.
The WG is focussed on implementations which could be used to influence standards. Several different revenue generation models will be implemented giving each participant in the value chain the opportunity for a successful business strategy.
In October 2018, Telecom Infra Project (TIP) announced the “Edge Application Developer Project Group”  [19] a new project group, led by Deutsche Telekom, MobiledgeX and Intel, focused on developing publicly available, vendor-neutral APIs and software tools to enable mobility-centric functions, powered by mobile operator edge infrastructure.
The vision is leaving the backend of an existing application in the central cloud while automating and auto scaling out of the web tier (application front end) to the edge locations nearest to the client, in a way that is device-, operating system-, and language-agnostic. The tools should help telecom operators discover, inventory and make available under-used infrastructure assets (such as compute infrastructure, network APIs for identity, location etc.) to third-party application developers. Developers will have easy access to cellular APIs to develop and deploy applications at the network edge.
Mobility-centric functions such as identity and trusted location, predictive quality of experience, dynamic grouping for multiplayer or multi-device applications are key outputs of the open APIs and SDKs.
0. [bookmark: _Toc8030818][bookmark: _Toc17275960]Edge X Foundry
In November 2018, the Edge X Foundry became as one of the technical projects in the Linux Foundation Edge Foundation. 
[image: ]
 Edge X Foundry reference architecture

The mission of the project [20] is to develop a full edge software platform (the “Edge Platform”) that is designed to facilitate hardware interoperability in the Internet of Things (IoT) ecosystem. The Edge Platform encompasses a set of core microservices, a methodology for creating interoperable device interfaces, an underlying deployment framework and a reference implementation for system management.  
The scope of the Project includes software development under an OSI-approved open source license supporting the mission, including documentation, testing, integration and the creation of other artifacts that aid the development, deployment, operation or adoption of the open source software project.
Edge X Foundry provide [20] the specifications for the following set of APIs
· Core Services
· Configuration and Registry
· Core Data
· Core Metadata
· Core Command
· Supporting Services– 
· Alerts & Notifications
· Logging
· Scheduling
· Rules Engine
· Export Services - Client Registration
· Device Services
· Virtual Device Service
· System Management
· Agent
0. [bookmark: _Toc8030819][bookmark: _Toc17275961]Open Edge Computing
The Open Edge Computing Initiative [21] is contribution to the development of Edge Computing ecosystem by:
Providing reference implementations of key edge functionalities
Providing live demonstrations of attractive edge applications
Creating a real-world edge computing test and trial center (called the Living Edge Lab)
Driving the adoption of Open Edge Computing with application providers, telecoms, and cloud service providers
The Living Edge Lab will be a real-world test bed for showcasing the benefits of edge computing. Located in Pittsburgh, Pennsylvania, USA, near the campus of Carnegie Mellon University, the lab will bring together telecom operators, technology providers, and any other partner to demonstrate and measure the effects of bringing computation to the edge.
The following figure 7 highlights the high level vision on APIs from the Open Edge Computing initiative. The Initiative builds on an Open Edge API and reference implementation that supports cloudlet-based deployments.
[image: ]
 Open Edge Computing: OpenEdge API

0. [bookmark: _Toc8030820][bookmark: _Toc17275962]MobiledgeX
MobiledgeX is pursing the vision of enabling edge open ecosystems. The overall ecosystem is based on an edge cloud, composed by devices and applications that move from smart-phones to glasses to robots to cars to drones, and the marketplace of edge developer services that power the applications and devices. Underneath there is a distributed edge control fabric that allows efficient placement in real-time and the edge resources and data.
The following figure 8 highlight the high level vision of MobiledgeX and the APIs between devices and networks. A MobiledgeX application incorporates the MobiledgeX SDK. When the application is activated it uses the cellular data link to register with our Edge Services. The Edge Services in turn use the Distributed Matching Engine (DME) to select an existing instance of the back-end application that is already provisioned or to initiate the provisioning of a new instance (the DME uses a declarative specification of optimal location provided as part of the application. It also matches the resource needs of the application with available cloudlet infrastructure capabilities. For example, if a video transcoding application declares a requirement for GPU then the back-end is dispatched in a cloudlet that meets this requirement). The MobiledgeX Edge Cloud Controller manages the global Cloudlet resources. It is able to discover current mobile operator resources and then communicates with a specific Cloudlet Resource Manager to provision and manage application resources on that Cloudlet.

On February 2019, MobiledgeX announced the Edge-Cloud R1.0 platform [22]. The platform connects mobile users to application cloud containers created by aggregating existing operator network resources. These containers execute close to end devices, which provides low latency and high performance needed for next-gen mobile apps.
[image: ]
 MobiledgeX

0. [bookmark: _Toc8030821][bookmark: _Toc17275963]Akraino
In November 2018 the Akraino became one of the Technical Projects of Linux Foundation Edge foundation.
Akraino Edge Stack, a Linux Foundation project initiated by AT&T and Intel, intends to develop a fully integrated edge infrastructure solution, and the project is completely focused towards Edge Computing.  This open source software stack provides critical infrastructure to enable high performance, reduce latency, improve availability, lower operational overheads, provide scalability, address security needs, and improve fault management. 
The Akraino community will address multiple edge use cases across industries. Akraino community intends to develop solution and support of carrier, provider, and the IoT networks.   
Akraino Edge Stack is a collection of multiple blueprints. Blueprints are the declarative configuration of entire stack i.e., Cloud platform, API [23], and applications. Intend of Akraino Edge Stack is to support virtual machines, container and bare metal workloads.  Akraino is a complimentary OpenSource project and it is intended to use upstream community work in addition to the software development within the Akraino community. 
A typical service provider will have thousands of Edge sites. These Edge sites could be deployed at cell tower, central offices, and other service providers real estates such as wire centers. End-to-End Edge automation and ZTP (Zero Touch Provisioning) are required to minimize OPEX and meet the requirements for provisioning agility. 
The Akraino Edge Stack is intended to support any type of access methodologies such as Wireless (4G/LTE, 5G), Wireline, Wi-Fi, etc.
In February 2019 there was a feature project proposal to contribute the MEC API framework in Akraino Edge Cloud Stack to serve in the area of Edge applications and Edge APIs.
The basic functionalities of API framework are service  registration,  services discovery, new service  notifications and service availability  notifications. The services can be offered by a platform that provides this API framework or applications that are associated with this framework, and with these functionalities a microservices  environment can be created.
The basic communications protocol is over RESTful Http, but for services that require more powerful or one to many  communications, the API framework supports discovery  for alternative transports such as MQTT, AMQP, Kafka or other transports. The API framework in scope of the work, is built on OpenAPI2.0/3.0  definitions of ETSI MEC available at forge.etsi.org.[image: ]
 Akraino reference architecture [24]
1. [bookmark: _Toc17275964]Analysis of the current APIs and the SDOs related activities
Overall, it appears that all these initiatives are approaching Multi access Edge Computing (MEC) and, more in general, Edge Computing from different points of view and do not fully overlap, but in most cases, these are complementary. There might also be overlap due to domain specific rather than competitive or supplementary nature of these activities. IG recognizes the different activities in MEC/Edge Computing domain but also realises that these are specific to certain use cases for domains within an industry which will allow MEC/Edge Computing to complement the centralised cloud computing model.
Global interoperability is a “must” for enabling new services ecosystems, and this means that Industry needs to align on identifying open and common APIs and make them interoperate in order to ease the adoption/utilisation from the service provider and application developer community. This is crucial to promote innovation and accelerate development by third party applications and services, therefore enabling network and service providers to capitalize on their investments in MEC.
Hardware designs, management, control and orchestration tools and APIs depend on the physical constraints and requirements (for example, number and locations of the edge nodes) of the use-cases. As such, the MEC architecture is seen as flexible enough to support different kinds of implementations: a multitude of factors must be considered, for instance location, applicability, security, hardware, software etc.
IG, whilst analyzing the API activities in the different standardization bodies and fora, realized that these are different set of activities moving in different directions and dimensions. With each scenario/use-case these activities are partly overlapping and partly moving in synergy. Given this multiplicity of variable in the MEC API context, having a global harmonized view isn’t feasible and therefore instead of identifying gaps specifically in each API specification, the paper instead focusses on identifying gaps in the market where use case specific API specifications may prove a value adding exercise. 
1. [bookmark: _Toc17275965]MEC APIs Market gap assessment
Although IG doesn’t see value in identifying specific gaps in the current APIs and related SDO initiatives, the current activity clearly points towards opportunities in defining and developing API specifications in the below areas:
Operational APIs, for assisting on the operation of the MEC infrastructure or platform, for instance by means of accessing logs, performance monitoring information, etc. Relevant parameters and indicators should be defined in a manner that MEC customers could have normalized means of verifying MEC service assurance, avoiding costly and customized integration per provider. This is also relevant for providers since common mechanisms for operational parameters can be defined independently of the MEC solution provider, again avoiding customized integration.
Business APIs, for enabling a commercial ecosystem. The MEC environments will permit third parties to deploy and use computing capabilities of ISPs and network operators, opening a new space for commercial relationships evolving from the traditional interconnection with simple interchange of IP traffic. In order to make this sustainable, and at the same time to allow an open ecosystem, it is required to develop common APIs that facilitate an easy and fast interaction among stakeholders. APIs for contracting, billing, retrieval of usage records, etc., will foster the introduction and generalization of MEC on carrier networks. 
Management APIs, adapted to the MEC PaaS or IaaS offerings. When enabling MEC environments to different customers and in different locations, it is essential to have availability of management capabilities that could facilitate the handling of all that assets in a simple manner. Then, APIs for troubleshooting, administrative status setting, resource and service inventory, discovery, etc., become essential for an optimal management of the available infrastructure. In addition to this, the potential development of multi-domain MEC environments (in terms of technology or administrative responsibility) makes necessary to establish a normalized way of managing those infrastructures.
Policy APIs, which could allow the application of particular policies per user/tenant and per PaaS/IaaS offering. This kind of APIs would allow to follow the Event-Condition-Action (ECA) paradigm in MEC environments, defining how the MEC services are designed, delivered, and how they behave with granularity per MEC user, or per kind of service offering, all on top of the same infrastructure.
APIs for enabling Network Slicing in MEC environments. With the advent of 5G, MEC services will be integrated as part of end-to-end network slices offered to tenants like the vertical industries. It is then necessary to enable mechanisms in MEC that could permit an easy instantiation and invocation of MEC slices that could be integrated in such end-to-end approach, ensuring the needed isolation as expected. Such slices will probably require all of the APIs described above for a smooth, complete and comprehensive integration in the overall network slice service offering.
[bookmark: _Toc8030822][bookmark: _Toc17275966]Recommendation on MEC APIs for enabling business opportunities
Cloudification (SDN-NFV) of telecommunications infrastructures and MEC are going to exploit the full “virtualization” of both resources (for example, processing, storage and networking) and network/service functions (for example, Virtual Network Functions of NFV) up to the edge (i.e., access, distribution segments)
This innovation trends in offering the opportunity of extending the business role of telecommunication Operators and Service Providers to play the roles of both IaaS Provider and Platform-as-a-Service (PaaS) Provider, in global markets.
To achieve this scope, it is recommended that there should be a clear definition of what are the services offered by IaaS and SaaS and the related open/standard APIs to access them. It is also recommended to specify open/standard operational APIs.
4. [bookmark: _Toc8030823][bookmark: _Toc17275967]APIs and different business models
Figure 4 is showing a picture extracted from the ETSI white paper “Developing Software for
Multi-Access Edge Computing”  [15] which provides an overview of different cloud business models – which could be applicable for MEC - where different key touch points are expected to be required and standardized for the different cases.

[image: ]

 Overview of different cloud business models

Specifically, as reported in [9], ETSI refers to the concepts “Run your own Services” or “Bring your Edge Platform Solution” or “Bring your Own Full Edge Solution” on top of or in place of MEC IaaS or PaaS. 
Some interfaces (IaaS, PaaS or SaaS individually or in combination) may be open whereas in some other cases these can be proprietary solutions and are treated as black boxes. The open interfaces are standardised whereas the black box ones might not necessarily need standardisation.

1. [bookmark: _Toc8030825][bookmark: _Toc17275968]Conclusions 
There is an overall agreement that MEC is expected to play a key strategic role in the Digital Transformation towards 5G for three main motivations:
to improve QoS/QoE;
to optimize the use of bandwidth; 
to enable new service/business models. 
Today there are several test-beds and field-trials experimenting/testing features and capabilities of MEC: there is a risk of fragmentation as in general current solutions are still lacking in end-to-end interoperability. 
It should be noted that hardware designs, management, control and orchestration tools and APIs depend on the physical constraints and exploitation requirements (for example, number and locations of the edge nodes) of the use-cases. As such, the MEC layered architecture needs to be adapted/cloned for different kinds of implementations: a multitude of factors must be considered, for instance location, applicability, security, hardware, software etc.
Several Standardization Bodies and Fora are addressing the definition of MEC/Edge Computing functional architectures and interfaces. On the other hand, it appears that all these initiatives are approaching Multi Access Edge Computing (MEC) and, more in general, Edge Computing from different points of view and do not fully overlap, but in most cases, are complementary.
It needs to be ensured that the ETSI MEC application platform (API framework and APIs) are leveraged by key edge computing related initiatives (including AKRAINO),) to allow the developers to create common architectures and write a single application software module that can run on every edge environment.
In general, open APIs (per application domain) are required for at least two main motivations:
to ensure interoperability and new collaboration models between Operators;
to boost the development of open ecosystems, by offering services and application developers open/standard ways to create services and applications.
Though there is little overlap between current efforts there still is a clear gap and opportunity in working towards harmonized MEC APIs in operational, business, management, policy and 5G domains which can be truly transformational and value adding for various complimentary efforts which might otherwise duplicate these API functions at several levels. This might involve identifying common business requirements in each of these areas and providing standardized solutions which can be applied to multiple industry and cross-industry use cases. Such efforts will also help faster deployment and adoption of MEC based services and also compliment use of other technology stacks with integrated MEC implementations. IG strongly recommends industry to identify and plug such gaps with standardized solutions. 
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