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Resource management requirements
General principles
“Resource” refers to edge compute resources (processing and storage) and associated networking. 
EDITOR’S NOTE: The section does not cover other capabilities such as application discovery device mobility, session continuity, traffic influence, exposure of network capabilities, multi-operator monitoring. 
As general principles:
· The operator installs and operates edge compute resources as well as its networking resources. 
· The operator manages and controls its hardware resources and only it has direct control of its edge compute hardware
· The operator OP provides these edge compute resources as a virtualised service to an application provider or another party in the OP ecosystem (for example, an aggregator or another operator) 
· This application provider or other party – and only this one - is responsible for the management of the virtualised resource that it has been provided with. 
NOTE: Having exactly one entity managing a virtualised resource avoids the technical complexity of multiple controllers, which would require grants and reservations and so on, as well as more complex commercial considerations.
Resource management
The OP manages edge compute resources (processing and storage) and associated networking:
a. 	An operator shall contribute edge compute resources to the OP ecosystem
b. An operator shall control and manage its own hardware resources
c. An operator OP shall provide its edge compute resources on a virtualised basis to another party in the OP ecosystem (for example, an application provider, an aggregator or another operator)
d. A party in the OP ecosystem may provide some of these resources on a virtualised basis to another party (“sub-tenant”). For further study: the operator may disallow sub-tenants, however it is assumed this would done contractually and so there is no requirement for OPG to create a technical mechanism to prevent sub-tenancy.
e. An party in the OP ecosystem or application provider is responsible for managing the virtualised resources with which it has been provided. For example, in the case of an application provider this includes the allocation, de-allocation and potentially in-life management (such as scaling) of virtualised resource to a specific application client.
f. An operator ensures hardware resource isolation, meaning that: 
g. eEven if one party OP or application provider overloads the virtualised resource it has been allocated, this does not unduly degrade the performance of others; 
h. An OP or application provider party in the OP ecosystem does not have visibility of the hardware resources that another is allocated or is using
i. All parties in the OP ecosystem use the same data model for the virtualised resources. EDITOR’S NOTE: The data model is Ffor further study and development by OPG as part of the SBI.  
j. [bookmark: _GoBack]For further study: Resource management does not provide enhanced platform awareness (EPA). NOTE: By not providing EPA, the implicit assumption is that either applications are compute-limited (and not I/O-limited) or else exposing EPA parameters is not necessary at this stage. EDITOR’S NOTE: This requirement is tentative and requires further discussion. 
EDITOR’S NOTE:  Background about enhanced platform awareness (EPA) parameters:
Resources may be limited by compute - processing or storage – or limited by I/O (input output). Generally cloud applications are ‘end systems’, have a single network interface and are typically limited by compute. On the other hand, VNFs and Network Services generally sit ‘in the wire’, have more than one network interface and are typically limited by processing related to I/O operations. 
Resources can often be used more efficiently by carefully allocating each operation to specific types of hardware, interface and hypervisor. This particularly applies to I/O operations. However, there is a trade‐off to be struck. Maximising the efficiency of resource usage is not an unconstrained objective and in many cases, the cost of an extra amount of server resource is likely to be much cheaper than specialisation and creating dependencies in the layers of software sat above. However, it may be worthwhile to expose some enhanced platform awareness (EPA) parameters, for example, CPU pinning and the type of virtualised interface. 
Reference: the above paragraph is based on the ETSI OSM whitepaper Section 4.3, which lists parameters that it considers worth exposing.  	 [https://osm.etsi.org/images/OSM_White_Paper_Experience_implementing_NFV_specs_final.pdf]
The suggestion is that in OPG we do not provide EPA, because exposing EPA parameters would not bring sufficient benefit, for instance because applications are generally compute-limited. This is for discussion and further study.
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