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1. [bookmark: _Toc536115437][bookmark: _Toc35257725][bookmark: _Toc34325806][bookmark: _Toc38452196][bookmark: _Toc327548198][bookmark: _Toc327547998]Introduction
0. [bookmark: _1fob9te][bookmark: _Toc536115438][bookmark: _Toc35257726][bookmark: _Toc34325807][bookmark: _Toc38452197]Overview
[bookmark: _3znysh7][bookmark: _Toc536115439]The Operator Platform Concept whitepaper [1] introduced the opportunity that the Enterprise segment offers for operators in the 5G Era. It also explained the need for a generic platform to package and expose network capabilities in order to materialize and monetize that opportunity. A first idea of the levers to make it succeed were given, basically the existing relationship with Enterprises, the vast local footprint, the good position to deliver on the digital sovereignty principles and the competence to provide high reliability services. Finally, the document introduced a first high level view of the operator platform architecture identifying main functional blocks and interfaces.
After this first exercise, some additional work is required to make the first Operator Platform products commercially available. This Permanent Reference Document specifies technical requirements, describes functional blocks and interface characteristics. It also maps these interface requirements to the specifications produced in different SDOs and identifies the gaps these SDOs need to cover in such specifications. To facilitate the development of interoperable Operator Platform products it also provides a reference of the Open Source communities where open code implementing the Operator Platform functionality and interfaces is available.
This PRD provides a complete guide of the specifications an Operator Platform needs to follow, and is meant to target both platform developers and edge providers.
0. [bookmark: _Toc35257727][bookmark: _Toc34325808][bookmark: _Toc38452198]Scope
This PRD intention is guiding all the industry ecosystem – operators, vendors, OEMs and service providers–, to define a common solution for network capabilities exposure. As a first phase, the PRD will provide an end to end definition of the operator platform for edge computing support
This document intends to cover the following areas:
Operator Platform requirements
Focus on Edge Computing: The first phase will define edge computing exposure, integrating the network services to the application providers and enabling a simple and universal way of interacting towards edge computing platforms. 
Open to new services: The definition shall allow the evolution of the platform to expose additional services going forward such as IPcomms networking slicing among others.
Architecture and functional modules
Reference architecture for edge computing: Definition of modular architecture involving the edge service.
Reference interfaces: Definition of interconnection for the end-to-end service, between service providers to end users, network elements and federated platforms. As first approach, this document will focus on Northbound, Federation and User to Network interfaces.
Mobility: Network and terminal integration shall allow service continuity against end user mobility in home and visited network.
Standardization and open source communities
Gap evaluation in the standards: The PRD shall analyse possible gaps in the current standards and identify which SDO shall be liaised to request the definition of each part of the architecture and functionalities detailed specifications, protocols and APIs.
Detailed specification of architecture and APIs will be defined by SDOs, considering baseline specified on this PRD.
GSMA shall ensure that the end to end system is defined in a consistent fashion across SDOs.
Open Source communities: The PRD should identify which existing open source organism is the most adequate to host a community that can handle the development of the Operator platform.
Speed to market and resonance 
Fit with established ecosystem: OP is defining the Mobile operator staging of a broader Cloud ecosystem, to meet tight market timing and minimise heavy lifting, it has to fit into existing structures and staging, enabling application providers to spin their existing capabilities into the Mobile Edge space.  Wherever possible, OP will reuse existing and established structures and processes.
Reference Architecture
[image: ]
: high level reference architecture
The operator Platform (OP) architecture consists of a common exposure & capability framework and is based on four sides approach:
· Northbound interface (NBI), in charge of service management and enabling fulfilment of enterprise and application provider use case requirements.
· East/Westbound interface (E/WBI) APIs, extending operator reach beyond own footprint, this is the interface between instances of the OP. 
· Southbound interface (SBI), connecting the operator platform with the specific operator infrastructure that will deliver the network services and capabilities to the user.
· User-Network Interface (UNI) meant for user equipment communicate with the OP.
0. [bookmark: _2et92p0][bookmark: _tyjcwt][bookmark: _Toc536115440][bookmark: _Toc35257728][bookmark: _Toc34325809][bookmark: _Toc38452199]Abbreviations
	Term 
	Description

	5G
	5th Generation Mobile Network

	AAA
	Authentication, Authorisation and Accounting

	AAF
	Application Authorisation Framework

	API
	Application Programming Interface

	AR
	Augmented Reality

	B2B
	Business to Business

	B2B2C
	Business to Business to Consumer

	B2C
	Business to Consumer

	E/WBI
	East/Westbound Interface

	eMBB
	Enhanced Mobile Broadband

	GPSI
	Generic Public Subscription Identifier

	GPU
	Graphic Processing Unit

	IAAS
	Infrastructure as a service

	IoT
	Internet of Things

	MEC
	Mobile Edge Computing

	MEC
	Multiaccess Edge Computing

	MR
	Mixed Reality

	NBI
	Northbound Interface

	NWDAI
	Network Data Analytics Function

	OP
	Operator Platform

	OTT
	Over the Top

	PAAS
	Platform as a service 

	PRD
	Permanent Reference Document

	QoE
	Quality of Experience

	QoS
	Quality of Service

	RAN
	Radio Access Network

	SAAS
	Software as a service

	SBI
	Southbound Interface

	UE
	User Equipment

	UNI
	User to Network Interface

	VR
	Virtual Reality

	WAC
	Wholesale Application Community


[bookmark: _Toc38452200]Definitions
	Term 
	Description

	Application Backend
	Software written by a developer that interacts with an end user’s device, such as a mobile smartphone, augmented reality glasses, autonomous vehicle, or other such devices. The Operator platform supports applications that are encapsulated in Docker containers or virtual machines, as well as collections of Docker containers whose interaction is described by a Helm chart, and which can be managed by Kubernetes.


	Application Instance
	A single deployment of an application backend.

	Cloudlet
	A point of presence for application deployment that is composed of compute, networking and storage infrastructure, and managed by the Operator platform. Cloudlets within public telecom operators’ networks are often provisioned on top of servers and a virtual infrastructure layer managed by the operator; and interface with the operator’s business and operations support systems. 


	Cluster Instance
	A Kubernetes cluster with one or more containers runtime instances operating inside of it. To provide robust isolation between users, Kubernetes clusters are provisioned within separate virtual machines or hosts.


	Flavour
	A compute instance with a specific amount of virtual CPU cores, system memory (RAM), storage and optionally, an attached GPU. Flavors can vary between operator networks.


	Operator
	A supplier of one of more cloudlets to the Operator platform

	Developer
	A user of the Operator platform who can (i) upload and manage applications images, (ii) create clusters and (iii) deploy application and instances. Developers are members of organizations and can have varied administrative capabilities. Only the developers who are members of a particular organization can see the applications and other objects within it.



	Organization
	A group of users on the Operator platform with associated applications and application deployment policies. When an organization is created through the web-based user interface, the Operator platform automatically provisions image registries for exclusive use by the organization

	Routing Domain
	Operators inbuilt networking structure in a region which dictates how data path is routed to an anchor like PGW/UPF to internet and back to device

	Zones
	Peering sites for high availability within the Operator routing domain

	Regional Controller
	Regional controller functions at geographic region level where in it manages cloudlets within that geography. The size of cloudlets and scope of geography under regional controller is up to operator to define.
Editor’s note: Is agreement on interfaces required?



0. [bookmark: _3dy6vkm][bookmark: _wcvp86a06w2x][bookmark: _Toc536115441][bookmark: _Toc35257729][bookmark: _Toc34325810][bookmark: _Toc38452201]References 
	Ref
	Doc Number
	Title

	[1]
	
	Operator Platform Concept – Phase 1: Edge Cloud Computing


1. [bookmark: _2s8eyo1][bookmark: _17dp8vu][bookmark: _fyeewi3jv9kl][bookmark: _cadki02ildzq][bookmark: _n4lcq4zlhii][bookmark: _qegan034f7jx][bookmark: _Toc35257730][bookmark: _Toc34325811][bookmark: _Toc38452202][bookmark: _Toc33183015]Architectural Requirements
[bookmark: _Toc35257731][bookmark: _Toc38452203]Onboarding and Deployment Management
General
When an application provider accesses the OP portal or uses the OP NBI APIs to deploy its application, the OP shall get in charge of receiving the request, authorize/authenticate the application provider and gather all the necessary data to deploy (onboard and/or instantiate) the application in the most adequate edge nodes. Deployment management thus shall allow to onboard and instantiate the application meeting different criteria, sourced by application providers as well as the operators owning the OP instance and the underlying resources.
[bookmark: _Toc35257732][bookmark: _Toc38452204]Application Orchestration: North Bound Interface requirements

[bookmark: _Toc35257733][bookmark: _Toc38452205]Application Provider Criteria
The platform shall be able to support the following application provider requirements:
a. Footprint/coverage area selection
b. Customer reach/ MNO selection
c. Infrastructure resources:
i. CPU
ii. Memory
iii. Storage
iv. Networking definition used by the application
d. Specific requirements definition:
i. Use of GPUs
ii. Functions as a Service as i.e. DBaaS
e. Edge-specific requirements:
i. Latency
ii. Jitter
iii. Bandwidth
iv. Specific geographical area for data privacy purpose
f. Type of application instantiation:
i. Static: the application shall be deployed in several edges based on application provides requirements and operator deployment criteria. The application shall be deployed regardless the user’s request.
ii. Dynamic: when a UE request the use of an application, the application shall be deployed in the most adequate edge based on smart edge discovery mechanism.
iii. Based on capacity: criteria to define if there will be an instance per user or one instance per specific number of users
g. Policies that allow the application provider to manage circumstances where user conditions do not comply with the deployment criteria
h. Support of telemetry information from operator
i. Policy control concerning support of stateful and stateless applications 
The application provider shall be able to indicate that:
i. Its application server cannot be moved from one edge compute to another. 
ii. Its application server can be moved from one edge compute to another, without any notification
iii. Its application server can be moved from one edge compute to another, with prior notification 
j. Service availability in visited networks required/supported.
[bookmark: _Toc35257734][bookmark: _Toc38452206]Network/operator criteria
When several edge nodes meet the application provider criteria, and in order to support operator policies, the platform shall be able to support the following operator requirements to select the edge where to deploy the application:
a. Edge weight matrix, for selecting the importance of each requirement on the final selection decision.
b. Edge node load
c. Network load
d. Network usage forecast
e. Edge usage forecast
f. Application availability (already deployed/onboarded on edge node)
g. UE mobility supported
h. Network mobility supported (integration with data packet core)
i. Specific constrains/barring for users, application or edge nodes selection
[bookmark: _Toc35257736][bookmark: _Toc38452207]Instantiation strategy
Considering the application provider requirements and policies, and the operator restrictions and preferences over the application instantiation, the OP shall be able to request instantiation over the edge resources:
a. OP shall be able to request the static instantiation of the application on a specific edge node.
b. OP shall be able to request the static instantiation of the application on all the available edge nodes.
c. OP shall be able to determine the minimum amount of edge nodes to select for covering the footprint and onboarding requirements.
d. OP shall be able to dynamically request instantiation of edge application based on user request.
[bookmark: _Toc38452208][bookmark: _Toc35257737]User First Attachment 
General
When a UE opens an edge application, OP shall get in charge of receiving the request, authorize/authenticate the user and application and gather all the necessary data for redirecting the request to the most suitable edge node. UE connectivity is supposed to be available before this event occurs, and this is out of scope of this PRD.
[bookmark: _Toc38452209]Edge service discovery
The UE shall be able to reach OP for requesting edge services, using UNI:
a. OP shall expose a connection reachable by any customer on the operator network.
b. OP shall offer a general URL that can be constructed based on operator information available to the UE, e.g. MCC/MCN.
c. UNI UE request shall include identity information and parameters:
a. UE ID, e.g. MSISDN, GPSI
b. Application ID
c. Location, e.g. cell-ID, TA. 
[bookmark: _Toc38452210]Authentication
OP shall authenticate the UE and the application, and authorize the request received through UNI:
a. OP shall be able to interact with the network authentication elements, for instance AAA or AAF, to authenticate the UE.
b. OP shall authenticate the application embedded on the request, e.g. by SSL certificate.
c. OP shall authorize the usage of the application by the UE, providing a token for subsequent interactions.
d. OP shall onboard the token information on the edge nodes to be used by the UE, to avoid any additional authentication/authorization interactions during an edge service session. 
[bookmark: _Toc38452211]Edge node selection
OP process all the information from UE, network and application requirements to select the most appropriate edge node:
a. OP shall be able to validate the UE location by SBI interaction to data core network elements, e.g. GMLC/AMF-NEF…
b. OP shall be able to collect the network location of the UE, DNAI or UPF/P-W location, employing SBI network API.
c. OP shall be able to reconfigure the access network, requesting specific QoS, special traffic routing, attachment point relocation or any other network capability that can be requested by SBI. 
d. OP shall be able to retrieve from the network the UE location information, or alternatively to confirm UE-provided location information as well as obtaining relevant information to hint the UE position such as user GW, etc. 
e. OP shall consider data privacy requirements for discarding not valid edge nodes.
f. OP shall consider edge requirements, e.g. bandwidth or latency, for discarding not valid edge nodes, based on expected QoS from application requirements.
g. OP shall be able to extract network analytics data, for instance from NWDAF.
h. OP shall be able to extract edge resources analytics data.
i. OP shall be able to select multiple edge node instances with valid characteristic.
j. Edge nodes shall always provide a mechanism for testing connectivity from devices, in terms of reachability, latency, bandwidth…
k. OP shall be able to request, through SBI towards edge resources, the application to be available on the selected edge node/s. 
[bookmark: _Toc38452212]Service provisioning
OP shall provide the UNI with the parameters and configuration needed for connecting to the edge node and enable the requested service:
a. OP shall be able to requests a network GW relocation (if possible).
b. OP shall provide the UE with the selected edge node connectivity information, e.g. FQDN or IP address. 
i. OP shall, additionally, provide alternative edge nodes to be tested.
c. OP shall provide the UE with the service area covered by the selected node, for mobility procedures.
d. OP shall provide the UE with the expected minimum QoS parameters.
i. UE shall be able to test connectivity characteristic towards the received edge node options, selecting the most appropriate.
e. OP shall provide UE the timer configuration for periodic service experience validation.
f. UE shall confirm the edge selected node to OP.
[bookmark: _Toc38452213]Mobility Management
General principles for mobility management
In the context of this document, mobility management deals with the movement of the application server from one edge compute to another, and a change of the application client’s IP address &/or port. These may happen together or independently. 

As general principles: 
The operator is responsible for mobility management of the UE (end user’s device) (through normal 3GPP mobility management mechanisms) ; 
These normal mobility management mechanisms may involve a change in the IP address used by the application client – the operator informs the application about such a change. Note: the application cannot reject or delay the change.
As a result of this UE mobility, or the OP’s own measurements or knowledge, or hints from the application about performance degradations, the OP may decide that a different edge compute can better host the application server. 
NOTE 1: in this section the term “OP” is intended to leave open which party(s) within the OP does something 
NOTE 2: the term “application” in the bullet point above is intended to leave open which part of the application is involved (application server, application in central cloud)
The OP should be cognisant of the policy indication from the application provider about its sensitivity to a change in which edge compute hosts the application server 
In the case where the policy is that a change of edge compute can be done with prior notification: the OP decides that a change of edge compute is needed and selects the new edge compute, whilst the application decides the exact timing of the move and is responsible for the transfer of application state from one edge compute to another 
During a period when a non-optimal edge compute is used, the service provided by the OP may be at a lower quality, or even have to be ended. 
From a requirements perspective, mobility management includes support for a change of operator and OP. For further study: implications, for instance the extra standards effort required.
[bookmark: _Toc38452214]Mobility triggers
Many different elements shall monitor and control the end-to-end service delivery for detecting any modification and trigger a modification on the path:
a. Mobility triggers from the OP
i. Related to movement of the UE which causes a change in the application client’s IP address
ii. Related to movement of the UE (for instance, for each edge compute facility, the operator identifies the set of base stations that it most naturally supports)
iii. Related to lifecycle management of its edge compute infrastructure (for example, overload of an edge compute, a failure or planned maintenance, a new or expanded edge compute, an issue with the network for its edge compute)
iv. Related to usage forecasts about its edge compute and network 
v. Related to its measurements of application performance. Comment: this seems less likely, as it is hard for the OP to measure accurately application-level performance, but some simple measures such as packet drops may be possible.
b. Mobility triggers from the application
Comment: it is left open which part or parts of the application are involved in this (application client, application server, application in central cloud)
i. Related to its measurement of QoS parameters (such as latency, jitter and bandwidth)
ii. Related to its measurement of application-level QoE parameters 
iii. For further study: is the trigger a simple “mobility request” sufficient, or should it include details about the reason?
iv. The application should note that QoS & QoE may temporarily degrade in a mobile network, due to the UE having poor radio coverage (ie unrelated to the edge compute service). 
v. The application should not over-report mobility triggers. 
Editor’s note: mechanisms to limit reporting, for instance number per second or exponentially spaced is for further study
[bookmark: _Toc38452215]Application conditions/restrictions
Operator Platform shall be able to consider the application specific requirements for managing the mobility over different edge nodes.
a. OP shall get in charge of managing the application mobility for all the edge services associated to each UE.
b. OP shall consider the mobility sensitiveness of the applications.
c. OP shall consider the active edge application on the UE for considering the mobility.
i.  OP shall ensure that all the active edge applications are properly moved in case of a network mobility is required.
ii. OP shall not perform a network relocation in case an active application does not support mobility.
iii. OP shall perform a network relocation if an application requires a mandatory mobility.
[bookmark: _Toc38452216]Application mobility (server side)
OP needs to get in charge of managing the reconfiguration of the edge application environment, selecting a new edge node to have the application available.
a. OP shall be able to ensure that the selected edge node has enough capacity.
b. OP shall be able to request the instantiation of the edge application on the target edge node, if not previously available or if the capacity is not enough.
c. OP shall ensure that the resources are released on the original edge node.
[bookmark: _Toc38452217]Session mobility (user side)
Application session mobility is mandatory for maintaining the session continuity on stateful applications, where the application server moves from one edge compute to another. This section concerns cases where the application provider has indicated, as part of the initial policy phase, that it requires notification in advance of a change of which edge compute hosts the application server  
a. OP shall be able to notify the application about the forthcoming mobility procedure, if required.
b. OP shall inform the application the information it needs to know, so that the application can move the application-related state from the old application server to the new one. 
c. The application indicates to the OP when it is ready for the move to the new edge compute. This means that the application is normally in charge of the timing of the move (since it is knows best, for example when the end user’s experience of the application will be least affected). Note that KPIs may be suspended during this period.
d. The application may indicate that it cannot currently handle mobility. OP shall be able to cancel the mobility procedure. Note that service may be degraded or even lost. Note also that, as part of the initial policy phase, the application may give a permananent indication that it cannot handle mobility.
e. Movement of the UE may require that the operator changes the IP address used by the application client. 
f. The operator shall notify the application about a change of IP address
[bookmark: _Toc38452218]Mobility enforcement
a. OP shall be able to request a network GW relocation (if possible), based on location and network statistics*.
b. OP shall be able to request an edge application server relocation, based on application requirements and different information, e.g. network and physical location or edge resources usage. 
c. OP shall be able to request an application session relocation, based on the application requirements.
d. OP shall be able to handle the previous relocation requests, ensuring the service and session continuity.
i. OP shall coordinate the different procedures with the application backend.
ii. OP shall coordinate the different procedures with the application servers, from original node to the target.
iii. OP shall coordinate the different procedures with the application client on the UE.
e. OP shall ensure that the UE is enforced to apply the mobility procedures.
f. Network GW location may be not needed in case of a service degradation due to an edge node saturation, for instance.
[bookmark: _Toc38452219]Federation and Platform Interconnection
[bookmark: _Toc35257753][bookmark: _Toc38452224]General
One of the Operator Platform’s main purposes is extending the operator footprint and capabilities beyond their current limits, by interconnecting with other operators’ resources and customers. That is the intention of the federation I/WB interface, meant to interconnect entities of OP belonging to different operators, enterprises or any other player.
[bookmark: _Toc35257738]Authentication/authorization
Since OP instances to federate are supposed to belong to different entities, the first important topic to solve is the authentication and authorization among the players.
a. There shall be a mechanism to register and authenticate different OP instances.
b. OP shall be able to unequivocally identify any federated OP instance.
c. OP shall be able to authorize a registration request from another OP instance.
d. OP shall exchange a token or “federation key” on the association handshake, identifying each federation integration.
e. User authentication/authorization shall remain independent from the OP to OP authentication/authorization.
[bookmark: _Toc35257739]Security requirements
OP instances are intended to belong to different operators/players, so special requirements shall be considered for managing the relations and the resources/information sharing.
a. E/WBI shall maintain the topology hiding policy between operators/players.
i. Resources shall be published as “edge resources” entities, referred to a specific zone served by one or more edge servers/nodes.
ii. Specific edge node information shall not be shared.
b. OP shall only expose the resources previously agreed with each specific federated instance.
c. OP It shall be able possible to unequivocally identify the final costumers customers among OP instances.	Comment by Kelvin Qin: [Jose from Ori]

Regarding CR005.

I have analysed this CR internally and I think that in the "security requirements" section we should remove points c, d and e as these are not strictly required, the way these are worded is subject to interpretation and potentially these could have major GDPR and indeed security implications.
In fact point b) already covers a degree of sharing of information as strictly required, which should cover the solution as needed.

I would suggest therefore we remove the following text:
c.     OP shall maintain unique identification for the final customers among OP instances.
d.     OP shall maintain unique identification for the application providers among OP instances.
e.     OP shall maintain unique identification for the applications among OP instances.
I am very happy to discuss with others interested, if they so wish and am happy to organise a call.

[Kelvin] The revised wording  was agreed.
d. OP It  shall be able possible to unequivocally identify the application providers among OP instances.
e. OP It shall be able possbile to unequivocally identify the applications among OP instances.
f. OP shall be able to act as proxy for any interaction between operators’ networks, hiding any detail on network architecture of both federated networks.
Application management 
Federation interface need to replicate the behaviour and the functionalities available on NBI, in order to transmit the application load, requirements, mobility decisions and policies among the operators’ instances that are going to get in charge of deploying the application.
Note: Leading OP is the OP instance which is connected to the application provider and receives the onboarding requests, sharing them to the selected federated platforms/operators.
a. E/WBI shall be able to forward the instantiation requests to any federated OP whose footprint has been selected to be covered.
b. OP receiving an instantiation request through EWBI shall get in charge of the management of the application.
i. OP receiving an instantiation request through EWBI shall be able to apply its own policies and criteria for processing the request and managing the application.
ii. OP receiving an instantiation request through EWBI shall get in charge of the operator deployment criteria management.
iii. OP receiving an instantiation request through EWBI shall get in charge of the edge node selection based on the application criteria and on its own operator criteria.
iv. OP receiving an instantiation request through EWBI shall get in charge of the application mobility management.
c. EWBI shall forward the application mobility notifications and procedures towards the leading operator platform, to be managed with the application provider.
d. EWBI shall forward the management procedures, information and statistics to be shared with the application provider on the leading OP.
e. EWBI shall be employed for managing the service continuity on visited networks. FFS
Settlement
[bookmark: _Hlk38472125]Federation interfaces shall expose management and settlement data. This will allow the charging systems on each operator to ensure that the usage of applications is considered, enabling the commercial considerations for the services consumed from Operator Platform.
a. OP shall share usage statistics through EWBI for the services that are requested by the federated connection.
b. Op shall provide any needed information useful for billing/settlement among operators, e.g.:
i. Type of resources used.
ii. Quantity of resources employed on the service.
iii. Number of application instances used.
iv. Number of user sessions served.
v. Usage time of the resources.
vi. Additional services employed, e.g. network location query.
0. [bookmark: _Toc38452223][bookmark: _Toc35257741]Resources management via interconnection
One of the most important points to be solved through the federation interfaces is the way of sharing the resources catalogue among the instances.
a. OP shall be able to share (publish) the edge zones available on its footprint/resources.
i. Zone covered
ii. Specific resources, e.g. GPU, any FaaS…
b. OP shall allow the operators/resource owners to select the resources to be shared via federation.
c.  OP shall be able to push an edge zones catalogue update based on:
i.  Resources specification change, e.g. adding GPU support on a zone.
ii. Temporal unavailability
iii. New resources/zone availability
d. OP shall allow operators to request for the provision of virtualised resources on a federated OP.
Service Continuity on Visited networks
[bookmark: _Toc35257754][bookmark: _Toc38452225]Relationship to Network Mobility
[bookmark: _Toc35257755][bookmark: _Toc38452226]Network limitations
[bookmark: _Toc35257756][bookmark: _Toc38452227]Capabilities integration
[bookmark: _Toc38452228]Operation and management
[bookmark: _Toc38452229]OP shall offer a centralized management plane for operator to manage the infrastructure
a. Create a cloudlet at following levels
i. Edge sites within a region 
ii. Edge sites across federated operator
iii. Public Cloud Peering site
b. Capability to manage security groups and privacy policies at each cloudlet
i. Ability to insert data workload isolation per application at run time: Link
ii. Ability to insert data workload isolation per cluster at run time: Link
c. Capability to manage compute footprint
i. Create, report, update, delete functions for compute, Memory, storage using the underlying IAAS stack
d. Capability to manage zones across the distributed sites within operator’s domain 
Editor’s note: need to define what a networking zone is
e. Capabilities for operator to monitor cloudlet usage in terms for compute, Memory, storage and bandwidth ingress and egress
f. Capability for operator to monitor above metrics per tenant.
g. Capabilities to automate federated operators onboarding of cloudlet.
h. Capability to monitor cloudlet event, alarms logs
Editor’s note: should include also alarms for log management and performance management
i. Capability to monitor cloudlet performance metrics 
j. Capability to offer operator interfaces to federated partner to monitor usage across cloudlets
k. Trouble ticketing - TBD
[bookmark: _Toc38452230]General requirements
The OP shall retain cloud application development native to public cloud and enhance edge staging 
a. Continuous development
i. Code development pipelines retained in public cloud.
b. Continuous Integration 
i. Staging in edge test sites
OP shall enhance the edge deployment of workloads| applications to come unchanged from public cloud:
a. Ability to spin clusters of containers, VMs, hosts across multiple edge sites within an operator’s network
b. Ability to load balance user traffic across multiple backend pods
c. Ability for continuous deployment of user workloads in production
i. Offer app life cycle management for popular deployment vehicles
1. Containers
2. VMs
3. Clusters
OP shall offer a centralized management plane at a global level to application developers with following functions:
a. Access to available cloudlet within operators’ routing domain at the following levels
Editor’s Note: whether app developers need to see details of cloudlets/sites or just see regions and guaranteed SLAs is for further study.
i. Edge sites within a region 
ii. Edge sites across federated operator
b. Access to available regions to serve serverless model 
i. OP spins a new application instance when a new user connects in the specific region.
ii. OP shall offer Auto scale policy and thresholds like #of users
c. OP shall offer a view of QoE across cloudlets to help developer in choice for optimal placement of his workload. The SLAs per user are best effort
d. Access to available flavors at each cloudlet
i. Generic: Compute, memory, storage 
ii. Specialized: Accelerated device and access method
e. Management plane shall not display the amount of compute footprint available at each of the above sites
f. If certain flavors are unavailable at certain site management plane should take it off the inventory for developer to choose.
g. Management plane shall offer a structured workflow for application deployment and management across multiple sites as follows:
i. Cluster: Create, Update, Report, Delete (CRUD) functions to manage IAAS VM layer and network them together as a cluster.
ii. Load balancer: CRUD functions to manage user plane control – Link TBD
iii. App: CRUD functions to define app policies – Link to policies section: TBD
iv. App instance:  CRUD functions to deploy app instances as a container, VM within cluster.
h. Management plane shall coordinate with multiple regional controllers federated across countries with each controller at jurisdiction level for compliance with data privacy laws applicable. - Link to Regional Controller
i. Management Plane shall expose to container, VM, Cluster Logs via streamed pipeline.
j. Management plane shall have capability to monitor application instance via health checks from front end service ports to backend eth interfaces. 
k. Management Console shall offer isolation of data per cluster such that any outbound access to internet is prohibited
l. Management plane shall offer developers a centralized registry where they store the images and application versions. 
i. The images might need to be cached per region or site depending upon developer’s needs to reduce boot time and recovery
m. Management plane shall support Single Sign on based on login credentials for all the services whether access to registry or other PAAS functions.
n. Management console shall offer single pane of window for developer to monitor cluster and application state and health 
i. Cluster state: Healthy, stressed, exited
ii. Cluster level metrics: Link
iii. Application state: Healthy, stressed, exited
iv. Application Level metrics: Link TBD
o. Management console shall offer developer interface to developers to debug the application instance health, performance issues 
p. Management console shall offer developer audit logs to trace activity history by a user. The trace is managed per user per organization for diagnostic purpose.
q. Management Console shall offer terminal access to VMs to developers
r. Developer Onboarding:
i. Login and registration should be self-serve.
ii. User accounts: Layered Org/group hierarchy for workloads management  
iii. Role based access control: Manager, contributor, viewer
Optional: OP shall offer a federated management plane which has regional controllers under the global management plane discussed above
a. Global Management plane allows the developer to choose a region where he intends to deploy the application, each region is tied to its own controller. 
b. Developer should be able to deploy his application backend to all cloudlets served within same region in application deployment workflow defined above.
c. Region controllers are policy enforcers for privacy features and compliance with global data protection regulations which may differ across regions. Developers, enterprises may have privacy needs to protect data beyond regulatory requirements and should be served
Editor’s Note: Should the app developer/B2B customer be able to define the data protection level he wants beyond what is regulatory required in each region?
d. Region controller should own the database with following data per region
i. Cloudlets
ii. Flavors
iii. Cluster Instances
iv. Application Instance 
1. [bookmark: _Toc35257757][bookmark: _Toc34325812][bookmark: _Toc38452231]Solution Architecture 
The architecture to define is illustrated in Figure 1 below.
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1. : Architectural scope of work.
This section shall contain the functional definition of the different modules proposed for the platform, including the different interfaces:
Application providers related interfaces (NBI)
Operators federation of resources (E/WBI)
End user related interface (UNI)
At this stage southbound interface definition will be focused on platform interaction with the mobile core network architecture and the infrastructure orchestration for the edge cloud interaction. 

Architecture and functional definition that concern network aspect shall be agnostic to network technology including at least 4G, 5G and mobile and fixed network.

Following sections will be focused on edge service, including the relation to the cloud specific infrastructure needed for applications.
[bookmark: _Toc35257758][bookmark: _Toc38452232]Common Framework

[bookmark: _Toc35257759][bookmark: _Toc38452233]Network Resources Exposure
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[bookmark: _Toc35257760][bookmark: _Toc38452234]Infrastructure integration
[bookmark: _Toc35257761][bookmark: _Toc38452235]Network integration
[bookmark: _Toc35257762][bookmark: _Toc38452236]Federation 
[bookmark: _Toc35257763][bookmark: _Toc38452237]Service continuity in visited networks
[bookmark: _Toc35257764][bookmark: _Toc38452238]Common Data Model
[bookmark: _Toc35257765][bookmark: _Toc38452239]Operation and Management
[bookmark: _Toc35257766][bookmark: _Toc38452240]Interfaces
[bookmark: _Toc35257767][bookmark: _Toc38452241]UNI
[bookmark: _Toc35257768][bookmark: _Toc38452242]NBI
[bookmark: _Toc35257769][bookmark: _Toc38452243]SBI
[bookmark: _Toc35257770][bookmark: _Toc38452244]E/WBI 
1. [bookmark: _Toc34237422][bookmark: _Toc34237423][bookmark: _Toc34237424][bookmark: _Toc35257771][bookmark: _Toc34325813][bookmark: _Toc38452245]Functional definition and service flows
Editor’s Note: This section will define the functionalities to be accomplished by the different modules and interfaces, including service flows for understanding the end to end behaviour of the solution.
[bookmark: _Toc35257772][bookmark: _Toc34325814][bookmark: _Toc38452246]Onboarding and Deployment Criteria
Editor’s Note: This section should describe the e2e interactions between the application provider and the Operator Platform for resources management and application onboarding, also describing the instantiation procedures followed by OP over the edge resources.
[bookmark: _Toc35257773][bookmark: _Toc34325816][bookmark: _Toc38452247]Federation and Platform Interconnection
Editor’s Note: This section should describe the procedures for OP interconnection, resources publication and service usage, including flows for applications deployment over different footprints and management operations.
[bookmark: _Toc35257774][bookmark: _Toc34325817][bookmark: _Toc38452248]First Attachment 
Editor’s Note: This section should describe the interactions between user device application and the edge server/OP for attachment and edge discovery on first interactions of the application.
[bookmark: _Toc35257775][bookmark: _Toc34325818][bookmark: _Toc38452249]Mobility Management
Editor’s Note: This section should describe the user device and OP interactions while service operations for application mobility, adapting to network and location changes to provide the most optimal experience. 
[bookmark: _Toc35257776][bookmark: _Toc34325819][bookmark: _Toc38452250]Service Continuity on Visited networks
Editor’s Note: This section should describe the OP interactions for managing the service availability, including any network integration.
[bookmark: _Toc35257777][bookmark: _Toc34325820][bookmark: _Toc38452251]Relationship to Network Mobility
Editor’s Note: This section should describe the OP to network relation for managing the mobility between serving nodes, following the mobility on the application side.
1. [bookmark: _Toc35257778][bookmark: _Toc34325821][bookmark: _Toc38452252]Standardization and Open Source Community
Editor’s Note: This section will contain the study of current standard definitions related to the scope of the document and the proposals for future work and definition on other SDOs taskforces.
1. [bookmark: _Toc35257779][bookmark: _Toc34325822][bookmark: _Toc38452253]Conclusions and next steps
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