


Selected Agreement Points:

1. Edge Infra: Tentative	
a. Local Breakout and distributed PDG/UPF are necessary for delivering edge computing
2. UNI: Discovery and Mobility: Tentative
a. The UNI should be used to discover application elements.
b. Any modification required to deal with Mobile Network Mobility will be requested to 3GPP.
c. Optimization of application layer and gateway reselection procedures to be specified in future releases of PRD unless standardized mechanisms already exist.
3. Resource Allocation and usage monitoring: Tentative
a. As well as the MNO, the application developer can exercise a level of control on the container availability and usage as well as be able to monitor the health of the application.
b. The platform will provide similar capabilities for monitoring as those offered by cloud providers.
4. IP-level Peering: Agreed
a. IP level peering should be supported by the Operator Platform and be in scope of the OPG.
5. Scope EWBI: Agreed
a. The EWBI should be a “high level” interface interconnecting Operator platform instances in resource manager role (optionally via a hub). 
b. The EWBI will allow transfer of application logic, requirements and reference for interacting with the developers. 
6. Scope of UNI: Agreed
a. The UNI should be a “light” interface creating a USP for Telcos to allow information to be exchanged between the application on the client and the platform. The information to be exchanged should enable authentication, retrieval of location, measurements reporting, geo-positioning of edge server.
b. Use of a client in the device should also be allowed by the architecture. 

7. Scope of SBI: Agreed
a. The SBI should support two sets of functionalities.
b. Request edge resources and KPI retrieval
c. Invoke Mobile network service APIs including NEF, SCEF, Location.

8. Developer Interfaces: Agreed
a. The Operator Platform should require seamless interface for performing “basic” cloud operations and provide an abstraction that shields developers from the complexity of the underlying network. 
b. The Operator Platform should be able to support existing applications designed to run on the Cloud, integrate the cloud applications CD Pipeline



PRD Evolution

General comments: 
Assuming Adoption of “User Client” instead of “UE” as suggested by Roberto/Tim 

Requirement Flow:

Monitoring Requirements: TBD



The above flow defines the blast radius of application server Mobility with policies for resources, num of user clients, QoE, Privacy defining the placement of Application server and stateful nature defining structure for optional aggregated per App QoE hints to centralized Application server.

TBD: 
· Resource Isolation and tenancy boundaries and associated monitoring KPIs. Application backend URI and public access and load balancing.
· Application discovery: Ranking selection.
· High Availability
· Identity authentication, Location Verification










Based on the above OP’s Resource Manager has multiple functions across UNI and SBI


























Assumed edge app server Deployment Model for stateful workloads 
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Suggested Changes to PRD
Onboarding and Orchestration:
[bookmark: _Toc35257733][bookmark: _Toc38452205]Section 2.12: Application Provider Criteria
Requirement F: Type of application instantiation:
a. Static: the application shall be deployed in several edges based on application provides requirements and operator deployment criteria. The application shall be deployed regardless the user’s request.
Reword: Users mean application user hence “of application users clients consumption patterns”
b. Dynamic: when a UE request the use of an application, the application shall be deployed in the most adequate edge based on smart edge discovery mechanism.
Assumption: Deploying an app based only on UE mobility is economically non-viable. It should be a policy which developer choose num of user clients.   
Reword: “Application provider chooses Num of Users Clients” 
c. Based on capacity: criteria to define if there will be an instance per user or one instance per specific number of users
Merge: The policy on num users from 1 to any in dynamic should cover this

[bookmark: _Toc35257734][bookmark: _Toc38452206]Section 2.1.3: Network/operator criteria
When several edge nodes meet the application provider criteria, and in order to support operator policies, the platform shall be able to support the following operator requirements to select the edge where to deploy the application:
a. Edge weight matrix, for selecting the importance of each requirement on the final selection decision.
b. Edge node load
c. Network load
d. Network usage forecast
e. Edge usage forecast
f. Application availability (already deployed/onboarded on edge node)
g. UE mobility supported
h. Network mobility supported (integration with data packet core)
i. Specific constrains/barring for users, application or edge nodes selection
Restructure: Split criteria’s in line with Instantiation strategy (Static[a-e]/Dynamic[f-h]) Additions: For Static: “The Platform shall pre-process load and forecast patterns before offering edge resources as available flavours for static application orchestration”
For Dynamic: “The platform shall record application user’s consumption in real time”
[bookmark: _Toc35257736][bookmark: _Toc38452207]Section 2.1.4: Instantiation strategy
Considering the application provider requirements and policies, and the operator restrictions and preferences over the application instantiation, the OP shall be able to request instantiation over the edge resources:
a. OP shall be able to request the static instantiation of the application on a specific edge node.
b. OP shall be able to request the static instantiation of the application on all the available edge nodes.
c. OP shall be able to determine the minimum amount of edge nodes to select for covering the footprint and onboarding requirements.
d. OP shall be able to dynamically request instantiation of edge application based on user request.
Restructure: c-d for dynamic instantiation 
Addition: “Realtime consumption monitoring triggers based on developer’s choice 
a. ‘X’ Number of application users clients/edge application server 
i. Consumption pattern changes because
1. Application users are mobile 
2. Demand is variable based on location, time of day”
[bookmark: _Toc38452210]Section 2.2.3: Authentication
OP shall authenticate the UE and the application, and authorize the request received through UNI:
a. OP shall be able to interact with the network authentication elements, for instance AAA or AAF, to authenticate the UE.
Suggested Reword: “OP shall be able to interact with the network authentication elements, to authenticate the user in coordination with user client workflow. The network shall expose standardized identity API in backend for OP to consume.”
b. OP shall authenticate the application embedded on the request, e.g. by SSL certificate.
Suggested Reword: “OP shall offer managed certificates and TLS termination for application backend encryption needs.”
c. OP shall authorize the usage of the application by the UE, providing a token for subsequent interactions.
Suggested Reword: “OP shall register the User Client, providing a token for usage and tracking interactions.”	Comment by Vikram Siwach: This might be overbearing. 
d. OP shall onboard the token information on the edge nodes to be used by the UE, to avoid any additional authentication/authorization interactions during an edge service session. 
Suggested Reword: “OP may embed token on user client at the time of registration to minimize authentication/authorization interactions with network provided services during an edge service session. “
Suggested Restructure: Split encryption and authentication, SSL is encryption and device Identity is authentication metadata for end user. Please reword this as optional identity-based auth service and is not mandatory for edge application deployment. Token is implementation dependent unless issues issued by common authority across Ops.
[bookmark: _Toc38452211]Section 2.2.4: Edge node selection
OP process all the information from UE, network and application requirements to select the most appropriate edge node:
Suggested Reword: OP process all the information from number of users, network and application to offer application clients a runtime selection to most appropriate edge node:
a. OP shall be able to validate the UE location by SBI interaction to data core network elements, e.g. GMLC/AMF-NEF…
Suggested Reword: OP shall be able to validate the location of subscriber as user of application by SBI interaction to data core network elements, e.g. GMLC/AMF-NEF…
b. OP shall be able to collect the network location of the UE, DNAI or UPF/P-W location, employing SBI network API.
Suggested Reword: OP shall be able to collect the network location of the DNAI or UPF/P-W location, i.e. anchors influencing data path routing, employing SBI network API. 

c. OP shall be able to reconfigure the access network, requesting specific QoS, special traffic routing, attachment point relocation or any other network capability that can be requested by SBI. 
Suggested Reword: OP shall be able to redirect the application clients to best edge based on the access network, requesting specific QoE, special traffic routing, attachment point relocation or any other network capability that can be requested by SBI. 
d. OP shall be able to retrieve from the network the UE location information, or alternatively to confirm UE-provided location information as well as obtaining relevant information to hint the UE position such as user GW, etc. 
e. OP shall consider data privacy requirements for discarding not valid edge nodes.
f. OP shall consider edge requirements, e.g. bandwidth or latency, for discarding not valid edge nodes, based on expected QoS from application requirements.
g. OP shall be able to extract network analytics data, for instance from NWDAF.
h. OP shall be able to extract edge resources analytics data.
i. OP shall be able to select multiple edge node instances with valid characteristic.
Suggested Reword: OP shall be able to select multiple edge node application instances with valid characteristic offer the ranked application backend URI list for application clients.
[bookmark: _Toc38452212]Section 2.2.5: Service provisioning
OP shall provide the UNI with the parameters and configuration needed for connecting to the edge node and enable the requested service:
Suggested Reword: OP shall provide via UNI list of application backends as per edge selection criteria outlined above and enable the requested service:
a. OP shall be able to requests a network GW relocation (if possible).
Suggested Reword: OP shall be able to requests a network GW relocation assuming Local breakout is implemented.
b. OP shall provide the UE with the selected edge node connectivity information, e.g. FQDN or IP address. 
i. OP shall, additionally, provide alternative edge nodes to be tested.
Suggested Reword: OP shall provide the application client with the best edge node and application backend information via FQDN or IP address. 
OP shall, additionally, provide ranked list of alternatives to application client.
c. OP shall provide the UE with the service area covered by the selected node, for mobility procedures.
Restructure:  The edge selection listed in section above is a backend control. UE cannot be trusted to join the new edge based on mobility.
d. OP shall provide the UE with the expected minimum QoS parameters.
i. UE shall be able to test connectivity characteristic towards the received edge node options, selecting the most appropriate.
Suggested Reword: OP Application Client side shall provide the ways to measure the QoE parameters.
Application Client shall be able to test connectivity and QoE characteristic towards the received application backend options
e. OP shall provide UE the timer configuration for periodic service experience validation.
Restructure Periodicity of such a timer cannot be defined as it depends on user’s behaviour and location
f. UE shall confirm the edge selected node to OP.
Restructure: Application client shall confirm the edge selected node to OP by initiating data path to application backend URI.



Mobility Management:

[bookmark: _Toc38452214]Section 2.3.2: Mobility triggers
Many different elements shall monitor and control the end-to-end service delivery for detecting any modification and trigger a modification on the path:
a. Mobility triggers from the OP
i. Related to movement of the UE which causes a change in the application client’s IP address
ii. Related to movement of the UE (for instance, for each edge compute facility, the operator identifies the set of base stations that it most naturally supports)
iii. Related to lifecycle management of its edge compute infrastructure (for example, overload of an edge compute, a failure or planned maintenance, a new or expanded edge compute, an issue with the network for its edge compute)
iv. Related to usage forecasts about its edge compute and network 
v. Related to its measurements of application performance. Comment: this seems less likely, as it is hard for the OP to measure accurately application-level performance, but some simple measures such as packet drops may be possible.
b. Mobility triggers from the application
Comment: it is left open which part or parts of the application are involved in this (application client, application server, application in central cloud)
i. Related to its measurement of QoS parameters (such as latency, jitter and bandwidth)
ii. Related to its measurement of application-level QoE parameters 
iii. For further study: is the trigger a simple “mobility request” sufficient, or should it include details about the reason?
iv. The application should note that QoS & QoE may temporarily degrade in a mobile network, due to the UE having poor radio coverage (ie unrelated to the edge compute service). 
The application should not over-report mobility triggers. For further study: mechanisms to limit, for instance number per second or exponentially spaced.
Restructure: Split across device mobility, application mobility. Life cycle Management should be a separate requirement
Suggested Additions: Device mobility:
User Client receives a layer 4 reset when client IP address changes. User Client shall rediscover the best edge. “Best” is nearest with desired QoE.
Movement across base stations served by same local anchor (PGW/UPF) doesn’t change Clients IP, but can cause QoE variation at client both don’t trigger a change  
Suggested Additions: Application Mobility: 
Based on edge resource awareness, availability and application-level QoE parameters
Application level QoE is aggregated per App Instance and reported at pre-determined periodicity
QoE Enforcement: Policy parameters like bitrate, latency, chosen by developer, determines the rate of delivery is applied on application server at runtime.
Application server discovery: App placement algorithm is based on realtime measurements of QoE at periodicity chosen by Developer.
Suggested Additions: Life Cycle Management: 
Orchestration of Virtualized EPC, UPF, CU-UP if in form of VNF/CNF is beyond the scope of OP
Auto scaling of UPF based on ‘x’ number of devices attached is also beyond the scope of OP
OP life cycle management should not impact application workloads running in edge site

[bookmark: _Toc38452217]Section 2.3.5: Session mobility (user side)
Application session mobility is mandatory for maintaining the session continuity on stateful applications, where the application server moves from one edge compute to another. This section concerns cases where the application provider has indicated, as part of the initial policy phase, that it requires notification in advance of a change of which edge compute hosts the application server  
a. OP shall be able to notify the application about the forthcoming mobility procedure, if required.	Comment by JORGE GARCIA HOSPITAL: It’s important to remark that is the backend of the application, not the user application , for example
b. OP shall inform the application the information it needs to know, so that the application can move the application-related state from the old application server to the new one. 
c. The application indicates to the OP when it is ready for the move to the new edge compute. This means that the application is normally in charge of the timing of the move (since it is knows best, for example when the end user’s experience of the application will be least affected). Note that KPIs may be suspended during this period.
d. The application may indicate that it cannot currently handle mobility. OP shall be able to cancel the mobility procedure. Note that service may be degraded or even lost. Note also that, as part of the initial policy phase, the application may give a permanent indication that it cannot handle mobility.
e. Movement of the UE may require that the operator changes the IP address used by the application client. 	Comment by JORGE GARCIA HOSPITAL: Important that the application side confirms, since OP nedds to know where it finally connects to
f. The operator shall notify the application about a change of IP address
Assumption: “Mobility Hints” is a big integration assumption which involves code changes in the applications backend running in public cloud. This creates inertia for developers to onboard workloads to edge. 
Restructure:  Rephrase for developer benefit at Layer4 as application backend is neutral to device mobility today. Application backend receiving new IP flow triggers layer 4 reset and recovers application context (L7) to last synched state.  As network isn’t aware of layer 4 context. OP platform may terminate L4 and force user clients to setup active transport connections to pre orchestrated application backends assuming both below apply
· PDU session handover across local break out anchors (UPF/PGW)
· Session Continuity per IP flow across local break out anchors
General Comment: The PDU sessions with embedded tunnel IDs as transport state presents state synchronization issues thus existing session continuity procedures in 3GPP where it is expected that device shall maintain PDU sessions across thousands of distributed anchors is expensive. The anchored routing structure can be changed by leveraging container mobility techniques used by web scale companies, but that requires not just virtualizing the compute (VNF/CNF) but also virtualizing the networks. Identifier Locator Addressing is a means to implement network overlays without the use of encapsulation can help achieve anchorless device mobility. Maybe we propose that design change to 3GPP.
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