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[bookmark: _Toc35257731][bookmark: _Toc40428569]Onboarding and Deployment Management
[bookmark: _Toc40428570]General
When an application provider accesses the OP portal or uses the OP NBI APIs to deploy its application, the OP shall get in charge of receiving the request, authorize/authenticate the application provider and gather all the necessary data to deploy (onboard and/or instantiate) the application in the most adequate edge nodes. Deployment management thus shall allow to onboard and instantiate the application meeting different criteria, sourced by application providers as well as the operators owning the OP instance and the underlying resources.
[bookmark: _Toc35257732][bookmark: _Toc40428571]Application Orchestration: North Bound Interface requirements

[bookmark: _Toc35257733][bookmark: _Toc40428572]Application Provider Criteria
The platform shall be able to support the following application provider requirements:
a. Footprint/coverage area selection
b. Customer reach/ MNO selection
c. Infrastructure resources:
i. CPU
ii. Memory
iii. Storage
iv. Networking definition used by the application
d. Specific requirements definition:
i. Use of GPUs
ii. Functions as a Service as i.e. DBaaS
e. Edge-specific requirements:
i. Latency
ii. Jitter
iii. Bandwidth
iv. Specific geographical area for data privacy purpose
f. Type of application instantiation:
i. Static: the application shall be deployed in several edges based on application provides requirements and operator deployment criteria. The application shall be deployed regardless the user’s request.
ii. Dynamic: when a UE UC request the use of an application, the application shall be deployed in the most adequate edge based on smart edge discovery mechanism.
iii. Based on capacity: criteria to define if there will be an instance per user or one instance per specific number of users
g. Policies that allow the application provider to manage circumstances where user conditions do not comply with the deployment criteria
h. Support of telemetry information from operator
i. Policy control concerning support of stateful and stateless applications 
The application provider shall be able to indicate that:
i. Its application server cannot be moved from one edge compute to another. 
ii. Its application server can be moved from one edge compute to another, without any notification
iii. Its application server can be moved from one edge compute to another, with prior notification 
j. Service availability in visited networks required/supported.
[bookmark: _Toc35257734][bookmark: _Toc40428573]Network/operator criteria
When several edge nodes meet the application provider criteria, and in order to support operator policies, the platform shall be able to support the following operator requirements to select the edge where to deploy the application:
a. Edge weight matrix, for selecting the importance of each requirement on the final selection decision.
b. Edge node load
c. Network load
d. Network usage forecast
e. Edge usage forecast
f. Application availability (already deployed/onboarded on edge node)
g. UE mobility supported
h. Network mobility supported (integration with data packet core)
i. Specific constrains/barring for users, application or edge nodes selection
[bookmark: _Toc35257736][bookmark: _Toc40428574]Instantiation strategy
Considering the application provider requirements and policies, and the operator restrictions and preferences over the application instantiation, the OP shall be able to request instantiation over the edge resources:
a. OP shall be able to request the static instantiation of the application on a specific edge node.
b. OP shall be able to request the static instantiation of the application on all the available edge nodes.
c. OP shall be able to determine the minimum amount of edge nodes to select for covering the footprint and onboarding requirements.
d. OP shall be able to dynamically request instantiation of edge application based on user request.
[bookmark: _Toc40428575][bookmark: _Toc35257737]User First Attachment 
[bookmark: _Toc40428576]General
When a UE UC opens an edge application, OP shall get in charge of receiving the request, authorize/authenticate the user and application and gather all the necessary data for redirecting the request to the most suitable edge node. UE UC connectivity is supposed to be available before this event occurs, and this is out of scope of this PRD.
[bookmark: _Toc40428577]Edge service discovery
The UE UC shall be able to reach OP for requesting edge services, using UNI:
a. OP shall expose a connection reachable by any customer on the operator network.
b. OP shall offer a general URL that can be constructed based on operator information available to the UE, e.g. MCC/MCN.
c. UNI UE UC request shall include identity information and parameters:
a. UE ID, e.g. MSISDN, GPSI
b. Application ID
c. Location, e.g. cell-ID, TA. 
[bookmark: _Toc40428578]Authentication
OP shall authenticate the UE UC and the application, and authorize the request received through UNI:
a. OP shall be able to interact with the network authentication elements, for instance AAA or AAF, to authenticate the UEUC.
b. OP shall authenticate the application embedded on the request, e.g. by SSL certificate.
c. OP shall authorize the usage of the application by the UEUC, providing a token for subsequent interactions.
d. OP shall onboard the token information on the edge nodes to be used by the UEUC, to avoid any additional authentication/authorization interactions during an edge service session. 
[bookmark: _Toc40428579]Edge node selection
OP process all the information from UEUC, network and application requirements to select the most appropriate edge node:
a. OP shall be able to validate the UE UC location by SBI interaction to data core network elements, e.g. GMLC/AMF-NEF…
b. OP shall be able to collect the network location of the UE, DNAI or UPF/P-W location, employing SBI network API.
c. OP shall be able to reconfigure the access network, requesting specific QoS, special traffic routing, attachment point relocation or any other network capability that can be requested by SBI. 
d. OP shall be able to retrieve from the network the UE location information, or alternatively to confirm UEUC-provided location information as well as obtaining relevant information to hint the UE position such as user GW, etc. 
e. OP shall consider data privacy requirements for discarding not valid edge nodes.
f. OP shall consider edge requirements, e.g. bandwidth or latency, for discarding not valid edge nodes, based on expected QoS from application requirements.
g. OP shall be able to extract network analytics data, for instance from NWDAF.
h. OP shall be able to extract edge resources analytics data.
i. OP shall be able to select multiple edge node instances with valid characteristic.
j. Edge nodes shall always provide a mechanism for testing connectivity from devices, in terms of reachability, latency, bandwidth…
k. OP shall be able to request, through SBI towards edge resources, the application to be available on the selected edge node/s. 
[bookmark: _Toc40428580]Service provisioning
OP shall provide the UNI with the parameters and configuration needed for connecting to the edge node and enable the requested service:
a. OP shall be able to requests a network GW relocation (if possible).
b. OP shall provide the UE UC with the selected edge node connectivity information, e.g. FQDN or IP address. 
i. OP shall, additionally, provide alternative edge nodes to be tested.
c. OP shall provide the UE UC with the service area covered by the selected node, for mobility procedures.
d. OP shall provide the UE UC with the expected minimum QoS parameters.
i. UE shall be able to test connectivity characteristic towards the received edge node options, selecting the most appropriate.
e. OP shall provide UE UC the timer configuration for periodic service experience validation.
f. UE UC shall confirm the edge selected node to OP.
[bookmark: _Toc40428581]Mobility Management
[bookmark: _Toc40428582]General principles for mobility management
In the context of this document, mobility management deals with the movement of the application server from one edge compute to another, and a change of the application client’s IP address &/or port. These may happen together or independently. 

As general principles: 
The operator is responsible for mobility management of the UE (end user’s device) (through normal 3GPP mobility management mechanisms) ; 
These normal mobility management mechanisms may involve a change in the IP address used by the application client – the operator informs the application about such a change. Note: the application cannot reject or delay the change.
As a result of this UE mobility, or the OP’s own measurements or knowledge, or hints from the application about performance degradations, the OP may decide that a different edge compute can better host the application server. 
NOTE 1: in this section the term “OP” is intended to leave open which party(s) within the OP does something 
NOTE 2: the term “application” in the bullet point above is intended to leave open which part of the application is involved (application server, application in central cloud)
The OP should be cognisant of the policy indication from the application provider about its sensitivity to a change in which edge compute hosts the application server 
In the case where the policy is that a change of edge compute can be done with prior notification: the OP decides that a change of edge compute is needed and selects the new edge compute, whilst the application decides the exact timing of the move and is responsible for the transfer of application state from one edge compute to another 
During a period when a non-optimal edge compute is used, the service provided by the OP may be at a lower quality, or even have to be ended. 
From a requirements perspective, mobility management includes support for a change of operator and OP. For further study: implications, for instance the extra standards effort required.
[bookmark: _Toc40428583]Mobility triggers
Many different elements shall monitor and control the end-to-end service delivery for detecting any modification and trigger a modification on the path:
a. Mobility triggers from the OP
i. Related to movement of the UE which causes a change in the application client’s IP address
ii. Related to movement of the UE (for instance, for each edge compute facility, the operator identifies the set of base stations that it most naturally supports)
iii. Related to lifecycle management of its edge compute infrastructure (for example, overload of an edge compute, a failure or planned maintenance, a new or expanded edge compute, an issue with the network for its edge compute)
iv. Related to usage forecasts about its edge compute and network 
v. Related to its measurements of application performance. Comment: this seems less likely, as it is hard for the OP to measure accurately application-level performance, but some simple measures such as packet drops may be possible.
b. Mobility triggers from the application
Comment: it is left open which part or parts of the application are involved in this (application client, application server, application in central cloud)
i. Related to its measurement of QoS parameters (such as latency, jitter and bandwidth)
ii. Related to its measurement of application-level QoE parameters 
iii. For further study: is the trigger a simple “mobility request” sufficient, or should it include details about the reason?
iv. The application should note that QoS & QoE may temporarily degrade in a mobile network, due to the UE having poor radio coverage (ie unrelated to the edge compute service). 
v. The application should not over-report mobility triggers. 
Editor’s note: mechanisms to limit reporting, for instance number per second or exponentially spaced is for further study
[bookmark: _Toc40428584]Application conditions/restrictions
Operator Platform shall be able to consider the application specific requirements for managing the mobility over different edge nodes.
a. OP shall get in charge of managing the application mobility for all the edge services associated to each UEUC.
b. OP shall consider the mobility sensitiveness of the applications.
c. OP shall consider the active edge application on the UEC for considering the mobility.
i.  OP shall ensure that all the active edge applications are properly moved in case of a network mobility is required.
ii. OP shall not perform a network relocation in case an active application does not support mobility.
iii. OP shall perform a network relocation if an application requires a mandatory mobility.
[bookmark: _Toc40428585]Application mobility (server side)
OP needs to get in charge of managing the reconfiguration of the edge application environment, selecting a new edge node to have the application available.
a. OP shall be able to ensure that the selected edge node has enough capacity.
b. OP shall be able to request the instantiation of the edge application on the target edge node, if not previously available or if the capacity is not enough.
c. OP shall ensure that the resources are released on the original edge node.
[bookmark: _Toc40428586]Session mobility (user side)
Application session mobility is mandatory for maintaining the session continuity on stateful applications, where the application server moves from one edge compute to another. This section concerns cases where the application provider has indicated, as part of the initial policy phase, that it requires notification in advance of a change of which edge compute hosts the application server  
a. OP shall be able to notify the application about the forthcoming mobility procedure, if required.
b. OP shall inform the application the information it needs to know, so that the application can move the application-related state from the old application server to the new one. 
c. The application indicates to the OP when it is ready for the move to the new edge compute. This means that the application is normally in charge of the timing of the move (since it is knows best, for example when the end user’s experience of the application will be least affected). Note that KPIs may be suspended during this period.
d. The application may indicate that it cannot currently handle mobility. OP shall be able to cancel the mobility procedure. Note that service may be degraded or even lost. Note also that, as part of the initial policy phase, the application may give a permananent indication that it cannot handle mobility.
e. The application shall confirm to the OP the completion of the mobility of the application server onto the new cloudlet.
f. Movement of the UE may require that the operator changes the IP address used by the application client. 
g. The operator shall notify the application about a change of IP address
[bookmark: _Toc40428587]Mobility enforcement
a. OP shall be able to request a network GW relocation (if possible), based on location and network statistics*.
b. OP shall be able to request an edge application server relocation, based on application requirements and different information, e.g. network and physical location or edge resources usage. 
c. OP shall be able to request an application session relocation, based on the application requirements.
d. OP shall be able to handle the previous relocation requests, ensuring the service and session continuity.
i. OP shall coordinate the different procedures with the application backend.
ii. OP shall coordinate the different procedures with the application servers, from original node to the target.
iii. OP shall coordinate the different procedures with the application client on the UEUC.
e. OP shall ensure that the UE UC is enforced to apply the mobility procedures.
f. [bookmark: _GoBack]Network GW location may be not needed in case of a service degradation due to an edge node saturation, for instance.
V2 	Page 2 of 26
image1.png
GSMA





