


What’s the challenge with 3GPP Session and Service Continuity (SSC)?

What’s 3GPP SSC?
It’s a network feature for advanced device mobility management where the network shall offer Packet Data User session and service continuity (SSC) across distributed anchors (PGW/UPF), by switching to EDGE enabled UPF for traffic related to specific applications (based on 5 IP Tuples). 
Assumption: Above session mobility is IP path change and it assumes applications backends at telco edge running behind these anchors will sync transport layer (Layer 4) states and application (Layer 7) states. 
It also assumes the application backends either are pre orchestrated and primed to receive certain IP flows before SSC is executed. If not pre orchestrated application backend orchestration logic has to be changed to adapt to device mobility triggers and sync L4, L7 states before SSC is executed.
How would developers consume SSC in their deployments ?
State of Internet Today: Internet application backends are neutral to device mobility today. Application backend receiving new IP flow during IP path change triggers Layer 4 reset and recovers application context (L7) to the last synched state from a common DB. In case the network anchors the device sub optimally to another geographic region the QoE may suffer because that application backend might not be available in that region. 
Thus core beliefs:

1. Cloud Native applications will come to edge unchanged 
2. 3GPP session continuity procedures don't define seamless switchover. We cannot offer these for developers’ consumption as yet.






Is there a way to avoid QoE degradation at distributed telco edge deployments based on device mobility? 
Yes, Application backend mobility based on the application user’s consumption pattern. We define application Mobility blast radius (circle below) which is based on resource awareness and also introduce application discovery engines (marrying application on devices to backends)(RM-UNI) running across edge sites which maintain the application backend health and QoE (Layer 4) to dynamically scale edge applications based on number of users anchored to sites. When SSC is executed and IP tuples changes theUser Client running underneath application on device receives a layer 4 reset and rediscovers the best edge with desired QoE by talking to application discovery engine. In addition applications on device can rediscover the best edge anytime when the user client sees QoE at layer 4 degrade. 
Assumed telco edge app backend deployment Model 
[image: ]
Application states remain in centralized cloud, Edge applications called as E-APPs are stateless and recover application context from the centralized cloud when IP Path changes. E-Apps can be statically orchestrated when the developer know its users consumption pattern or can leave it to Operators orchestration platform in which case the E-Apps scale based on policies relates to #Num Users clients or compute (specialized or generic). These polices define the blast radius for E-Apps mobility across edge sites in operators zones or at a peering site. The circle signifies the blast radius. Discovery Engine is marrying user clients serving an application to its backend based on user clients geo location and layer4 QoE. Discovery engine is aware of anchors (PGW,UPF) geolocation in case network anchors devices suboptimally). 
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