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Abstract: This document introduces the text description of high-level architectural considerations on MEC in Multi-MNO Scenarios for single and multi-vehicle OEM use cases.
1. [bookmark: DocumentFor]Introduction 
One of the main objectives of 5GAA MEC4AUTO x-WI is to provide guidance on how to realize and manage interoperability of automotive services in a multi-Mobile Network Operator (MNO), multi- Multi-access Edge Computing (MEC) and multi-vehicle Original Equipment Manufacturer (OEM) environment. 
More specifically, a challenge is how a vehicle which has a radio access to MNO B can use a MEC application which is operated by MNO A without missing the MEC-KPIs (i.e. low latency). 
The following, three main multi-MNO scenarios are considered within the 5GAA MEC4AUTO scope:
1. Both MNO A and MNO B have MEC platform and MEC application X.
2. Both MNO A and MNO B have MEC platform, but MEC application X is available only in MNO A.
3. Only MNO A has MEC platform and MEC application X is available only in MNO A.
Note that inter-MNO connectivity in Scenario 3 can be realized by means of two different options (see Section 3.3 and Section 4.3 for more details).
The contribution is organized as follows. The next section presents the general assumptions for the three multi-MNO scenarios. After that, Section 3 describes single-vehicle OEM use cases for these three scenarios and Section 4 extends these considerations for multi-vehicle OEM use cases. Section 5 provides a list of open issues related to the presented multi-MNO scenarios. Section 6 concludes the contribution.
2. General assumptions
The general assumptions for the multi-MNO Scenarios are:
· Client application X, running in a vehicle, needs to connect to MEC appication X (server application) running in a MEC platform,
· The MEC platform can belong to either a 3GPP MNO or a 3rd party,
· All required business agreements are in place between the involved parties in order to allow the vehicle to access the requested MEC applications located in the related MEC platform. 
· The following text currently uses 5G Core Network terminology but the presented basic principles are also valid for 4G Evolved Packet Core (EPC).
3. Single OEM use case for 3 main scenarios
3.1 Scenario 1: Both MNO A and MNO B have MEC platform and MEC application X
In Scenario 1 it is assumed that each operator has a MEC platform and MEC application X is available in the platform as illustrated in Figure 3.1. MEC application X is a server application that can be V2X application server (i.e. See Through application server, ToD application server, etc.) in 3GPP sense. When a vehicle with a client application X moves from MNO A to MNO B the MEC application X can be accessed through MNO B infrastructure. It allows providing the shortest data path to the MEC application X and as a result to support low latency requirements. In particular, the 5G Core Network selects a User Plane Function (UPF) close to the vehicle (called local UPF here and below) for low latency purposes and executes the traffic steering from the local UPF to the local Data Network via the N6 interface according to 3GPP TS 23.501, Section 5.13.

[image: ]
Figure 3.1 Illustration of Scenario 1 where both MNOs have MEC platforms and MEC application X (single vehicle OEM use case)
The Scenario 1 supposes that MEC platforms are installed in all MNO networks with all relevant applications, which is challenging from both a business and market penetration perspectives. This can be a viable solution in the long-term perspective, but it may be hardly achievable in the short-term period and time to market is the key question here.

3.2 Scenario 2: Both MNO A and MNO B have MEC platforms, but MEC application X is available only in MNO A
In Scenario 2, it is assumed that each MNO has a MEC platform as in the previous scenario, but MEC application X is available only in the MNO A premises as shown in Figure 3.2.1. 
Having the MEC application X available only in MNO A makes practically irrelevant (from a user plane connectivity perspective) the existence of the MEC infrastructure in MNO B for that specific application/service. 
The data path can be arranged in a similar way as in Scenario 3 (see the next Section). In Figure 3.2, as an example, it is illustrated the connectivity by means of enabling direct “horizontal communications” between data networks of both operators (see details in Section 3.3.1).
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Figure 3.2.1 Illustration of Scenario 2 where both MNOs have MEC platforms, but MEC application is available only in MNO A (single vehicle OEM use case)

In Figure 3.2.1, it is also shown the edge service (control) plane. The edge service plane is all the control information enabling the support inter-MEC platform synchronization and coordination and the support of interworking between the MEC application X and the MEC platform of MNO A for consuming and providing service specific functionality.
Note that MNO A can consume remotely MEC services from MNO B to support the MEC application X if the application is delay tolerant while provisioning  own MEC services for the delay critical applications. This case is illustrated in Figure 3.2.2. Obviously, the related business agreement should be concluded between operators. 
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Figure 3.2.2 Illustration of Scenario 2 when the MEC application X consumes MEC services from the MEC platform of MNO B (remote MEC service consumption) 

3.3 Scenario 3: Only MNO A has a MEC platform and MEC application X is available only in MNO A
There are two options in this scenario, namely Scenario 3A when interworking between MNOs is arranged by means of home routed roaming with the use of the N9 interface for user plane traffic and Scenario 3B when interworking is based on local ”pairing” between MNOs by means of controlled IP network.
3.3.1 Scenario 3A: Inter-domain connectivity by means of N9 tunneling

In Scenario 3A shown in Figure 3.3.1, the 5G Core Network of MNO B selects a UPF close to the vehicle (local UPF) and executes home routed roaming towards the local UPF of MNO A via the N9 interface as defined in 3GPP TS 23.501, Section 4.2.4. From the local UPF of MNO B, the data (user) plane traffic goes to the local Data Network towards MEC application X that is supported by MEC platform for providing service specific functionality.
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Figure 3.3.1 Illustration of Scenario 3 where only MNO A has a MEC platform and MEC application and inter-MNO connectivity is by means of N9 tunneling (single vehicle OEM use case)

Note that in the 3GPP TS 23.501 the N9 interface is the logical one in the 5G system architecture. The realization of this logical interface is completed by means of the transport network using GRX/IPX IP interconnect that involves a number of GRX (GPRS roaming exchange)/IPX (IP exchange) providers and can cause extra latency. 

3.3.2 Scenario 3B: Inter-domain connectivity by means of controlled IP network

In Scenario 3B shown in Figure 3.3.2, the data traffic related to the MEC application X is offloaded through local UPF of MNO B towards Data Network (DN) of MNO A where the MEC application X is located directly via controlled IP network between MNOs. The controlled IP network is established by means of local “pairing” links between operators’ premises. The local “pairing” links are terminated by GWs that can play the role of border GWs to DNs and can have some functionality (e.g. NAT GW functionality) to support inter-domain connectivity over the controlled IP network.
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Figure 3.3.2 Illustration of Scenario 3 where only MNO A has a MEC platform and MEC application and inter-MNO connectivity is by means of controlled IP network (single vehicle OEM use case)


4. Multiple OEMs vehicle use case for 3 main scenarios
In this section the three single vehicle OEM scenarios described above are extended for multiple vehicle OEMs use cases from the viewpoint of interconnectivity aspects.
4.1 Scenario 1: Both MNO A and MNO B have MEC platforms and MEC application Y
Scenario 1 for the multiple vehicle OEMs use case is illustrated in Figure 4.1. It is assumed that each client application communicates with the local server application (MEC application Y) by means of traffic offloading to DN of each MNO via the N6 interface. Moreover, the server applications communicate with each other through a controlled IP network. The communication involves the edge service (control) plane traffic between MEC platforms of both MNOs and between the MEC platform and local server application of each MNO. 
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Figure 4.1 Illustration of Scenario 1 where both MNOs have MEC platforms and MEC application Y (Multiple OEM vehicle use case)

4.2 Scenario 2: Both MNO A and MNO B have MEC platforms, but MEC application Y is available only in MNO A
Scenario 2 for the multiple OEMs use case is shown in Figure 4.2. It is similar to the same scenario for single OEM. Only data path via the N6 interface between a client application of vehicular in MNO A and the local server application (MEC application Y) is additionally added. The client application of vehicular in MNO B communicates with the same server application in MNO B by means of controlled IP network. 
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Figure 4.2 Illustration of Scenario 2 where both MNOs have MEC platforms, but MEC application Y is available only in MNO A (multiple vehicle OEMs use case)

4.3 Scenario 3: Only MNO A has a MEC platform and MEC application Y is available only in MNO A
4.3.1 Scenario 3A: Inter-domain connectivity by means of N9 tunneling

Scenario 3A for the multiple OEMs use case is shown in Figure 4.3.1. Like in the previous scenario, only the data path via the N6 interface between a client application of vehicular in MNO A and the local server application (MEC application Y) is added compared with single vehicle OEM use case. 
[image: ]
Figure 4.3.1 Illustration of Scenario 3 where only MNO A has a MEC platform and MEC application Y and inter-MNO connectivity is by means of N9 tunneling (multiple vehicle OEMs use case)

4.3.2 Scenario 3B: Inter-domain connectivity by means of controlled IP network

Scenario 3B for the multiple OEMs use case is illustrated in Figure 4.3.2. Like the scenario 3A, only the data path via the N6 interface between a client application of vehicular in MNO A and the local server application (MEC application Y) is added compared with single vehicle OEM use case. 
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Figure 4.3.2 Illustration of Scenario 3 where only MNO A has a MEC platform and MEC application Y and inter-MNO connectivity is by means of a controlled IP network (single vehicle OEM use case)

5. Open Issues
Some open issues related to the presented multi-MNO scenarios already identified by MEC4AUTO are:
· How quick (short-, middle-, or long-term) can the different MEC4AUTO scenarios be deployed?
· It should be clarified the perspectives for MEC deployment based on N9 interface or local “pairing” between the operators.
· The different MEC4AUTO scenarios need to be compared in terms of complexity, “realisticness”, latency budget, etc.
· It should be clarified how difficult in practice it is to establish the required local “pairing” links between operators, and what is the timeline for deployment that can be foreseen?
6. Conclusion
All presented scenarios are suitable and technically valid options for multi-MNO interworking for single and multi-OEMs use cases and cover the need to inter-connect the two MNO domains WITH or WITHOUT local MEC platforms and/or MEC applications.
In particular:
· Scenario 1 is a straightforward solution, but it requires that MEC platform and the relevant applications are installed in all MNO networks. It is a viable approach, but hardly achievable in a short-term perspective due to business and market limitations. 
· Scenario 2 has the MEC application X available only in MNO A that makes practically irrelevant (from a connectivity perspective) the existence of the MEC platform in MNO B. In this case, Scenario 2 can be managed with the options A and B considered for scenario 3 (“only MNO A has MEC platform and the related application”).
· Scenario 3 (“Only MNO A has a MEC platform and the MEC application is available only in MNO A”) can be managed with two deployment options:
· Scenario 3A (“N9 tunneling”) requires some sort of roaming arrangement among operators within the same country that may result in unnecessary complexity and latency impact, but technically should be a valid option.
· Scenario 3B (“controlled IP network”) is perhaps easier to implement, but in any case, needs the configuration of “direct” links between the two data networks of the operators (upon related business agreement between the operators, obviously).
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