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General
Northbound interface shall provide a set of functions for application provider, including Edge Resource management, application templates, service management, network topology, scheduler policy.
Resource management
Edge resource includes compute resource and storage resource.
Edge node has compute resource, including capacity and allocatable resource
CPU
Memory
Storage
GPU
NPU
FPGA
Edge node shall has default attributes: 
Node name
Location
Edge site name
Edge node cloud have other attributes, such as 
Kernel vision, 
Docker version, 
Kubernetes version, 
Custom attributes, etc.
Edge node has status, which represents if the node is healthy and ready to accept workloads.
Northbound interface shall give a way for application provider to browse all edge nodes, or search edge nodes by conditions, the conditions shall include Location, Edge site name, etc.

Volume is an abstract of storage resource, a volume is a piece of storage on the edge site that has been provisioned.
A volumeclaim is a request for storage, allow application instances to consume abstract storage resources.
Implementation of the storage cloud be 
Local disk, 
NFS, 
iSCSI, 
Cloud-provider-specific storage system
Northbound interface shall give a way for application provider to define volume and volumeclaim.

Application templates
Northbound interface shall support stateless and stateful workloads
A deployment is a stateless workload
	Images
	Replica number
	Compute resource requirements
A statefulset is a stateful workload
	Images
	Replica number
	Compute resource requirements
	Storage resource requirements
Each running replica instance shall has uniquely identifies
Compute resource requirements cloud includes:
CPU
Memory
Storage
GPU, 
NPU/FPGA
	Location
	Edge site name

Northbound interface shall support application template, which combines multiple workloads into one application.

Northbound interface shall give a way for application provider to scale replica number of workloads

Service management
A service is an abstract way to expose an application running on a set of workloads as a network service, which cloud be accessed by other applications or UE
A Service shall includes:
Backend, a set of workloads
Expose, such as protocol and port
A service shall be accessed by service name, the service name shall be resolution by DNS server

Northbound interface shall give a way to define service, which cloud exposes functions of an application to other applications or UE

Network topology
Northbound interface shall give a way to browse cluster networking on edge site, and setting network policy on cluster networking.
A network policy is a specification of how groups of worloads are allowed to communicate with each other and other network endpoints
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Ingress exposes network routes from outside the cluster to services within the cluster. Traffic routing is controlled by rules defined on the Ingress resource.
An ingress shall include a set of backend, each backend includes service name, protocol and port.
Northbound interface shall give a way to define ingress, which cloud exposes services to UE or applications on other edge site.

Scheduler policy
Northbound interface shall support setting scheduler policy when creating an application
Scheduling strategy represents a mechanism, comprehensively considering factors such as the location of the edge site, the location distribution of the accessed UE, latency requirement, and application resource requirements, assigning application instances to one or multi edge nodes

Scheduler policy cloud includes:
	Most recent location: For example, 95% of UEs access the nearest edge site
	Minimum latency: For example, 90% UE access latency is within 20ms
	Widest coverage: For example, the UEs in 95% of the country can be accessed

