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[bookmark: _Toc38452200]Definitions
	Term 
	Description

	Application Backend
	Software written by a developer that interacts with an end user’s device, such as a mobile smartphone, augmented reality glasses, autonomous vehicle, or other such devices. The Operator platform supports applications that are encapsulated in Docker containers or virtual machines, as well as collections of Docker containers whose interaction is described by a Helm chart, and which can be managed by Kubernetes.


	Application Instance
	A single deployment of an application backend.

	Cloudlet
	A point of presence for application deployment that is composed of compute, networking and storage infrastructure, and managed by the Operator platform. Cloudlets within public telecom operators’ networks are often provisioned on top of servers and a virtual infrastructure layer managed by the operator; and interface with the operator’s business and operations support systems. 


	Cluster Instance
	A Kubernetes cluster with one or more containers runtime instances operating inside of it. To provide robust isolation between users, Kubernetes clusters are provisioned within separate virtual machines or hosts.

	Flavour
	A compute instance with a specific amount of virtual CPU cores, system memory (RAM), storage and optionally, an attached GPU. Flavors can vary between operator networks.

	Operator
	A supplier of one of more cloudlets to the Operator platform

	Developer
	A user of the Operator platform who can (i) upload and manage applications images, (ii) create clusters and (iii) deploy application and instances. Developers are members of organizations and can have varied administrative capabilities. Only the developers who are members of a particular organization can see the applications and other objects within it.



	Organization
	A group of users on the Operator platform with associated applications and application deployment policies. When an organization is created through the web-based user interface, the Operator platform automatically provisions image registries for exclusive use by the organization

	Routing Domain
	Operators inbuilt networking structure in a region which dictates how data path is routed to an anchor like PGW/UPF to internet and back to device

	Zones
	Peering sites for high availability within the Operator routing domain

	Regional Controller
	Regional controller functions at geographic region level where in it manages cloudlets within that geography. The size of cloudlets and scope of geography under regional controller is up to operator to define.
Editor’s note: Is agreement on interfaces required?
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[bookmark: _Toc38452229]OP shall offer a centralized management plane for operator to manage the infrastructure
a. Create a cloudlet at following levels
i. Edge sites within a region 
ii. Edge sites across federated operator
iii. Public Cloud Peering site
b. Capability to manage security groups and privacy policies at each cloudlet
i. Ability to insert data workload isolation per application at run time: Link
ii. Ability to insert data workload isolation per cluster at run time: Link
c. Capability to manage compute footprint
i. Create, report, update, delete functions for compute, Memory, storage using the underlying IAAS stack
d. Capability to manage zones across the distributed sites within operator’s domain 
Editor’s note: need to define what a networking zone is
e. Capabilities for operator to monitor cloudlet usage in terms for compute, Memory, storage and bandwidth ingress and egress
f. Capability for operator to monitor above metrics per tenant.
g. Capabilities to automate federated operators onboarding of cloudlet.
h. Capability to monitor cloudlet event, alarms logs
Editor’s note: should include also alarms for log management and performance management
i. Capability to monitor cloudlet performance metrics 
j. Capability to offer operator interfaces to federated partner to monitor usage across cloudlets
k. Trouble ticketing - TBD
[bookmark: _Toc38452230]General requirements
The OP shall retain cloud application development native to public cloud and enhance edge staging 
a. Continuous development
i. Code development pipelines retained in public cloud.
b. Continuous Integration 
i. Staging in edge test sites
OP shall enhance the edge deployment of workloads| applications to come unchanged from public cloud:
a. Ability to spin clusters of containers, VMs, hosts across multiple edge sites within an operator’s network
b. Ability to load balance user traffic across multiple backend pods
c. Ability for continuous deployment of user workloads in production
i. Offer app life cycle management for popular deployment vehicles
1. Containers
2. VMs
3. Clusters
OP shall offer a centralized management plane at a global level to application developers with following functions:
a. Access to available cloudlet within operators’ routing domain at the following levels
Editor’s Note: whether app developers need to see details of cloudlets/sites or just see regions and guaranteed SLAs is for further study.
i. Edge sites within a region 
ii. Edge sites across federated operator
b. Access to available regions to serve serverless model 
i. OP spins a new application instance when a new user connects in the specific region.
ii. OP shall offer Auto scale policy and thresholds like #of users
c. OP shall offer a view of QoE across cloudlets to help developer in choice for optimal placement of his workload. The SLAs per user are best effort
d. Access to available flavors at each cloudlet
i. Generic: Compute, memory, storage 
ii. Specialized: Accelerated device and access method
e. Management plane shall not display the amount of compute footprint available at each of the above sites
f. If certain flavors are unavailable at certain site management plane should take it off the inventory for developer to choose.
g. Management plane shall offer a structured workflow for application deployment and management across multiple sites as follows:
i. Cluster: Create, Update, Report, Delete (CRUD) functions to manage IAAS VM layer and network them together as a cluster.
ii. Load balancer: CRUD functions to manage user plane control – Link TBD
iii. [bookmark: _GoBack]App: CRUD functions to define app policies – Link to policies section: TBD
iv. App instance:  CRUD functions to deploy app instances as a container, VM within cluster.
h. Management plane shall coordinate with multiple regional controllers federated across countries with each controller at jurisdiction level for compliance with data privacy laws applicable. - Link to Regional Controller
i. Management Plane shall expose to container, VM, Cluster Logs via streamed pipeline.
j. Management plane shall have capability to monitor application instance via health checks from front end service ports to backend eth interfaces. 
k. Management Console shall offer isolation of data per cluster such that any outbound access to internet is prohibited
l. Management plane shall offer developers a centralized registry where they store the images and application versions. 
i. The images might need to be cached per region or site depending upon developer’s needs to reduce boot time and recovery
m. Management plane shall support Single Sign on based on login credentials for all the services whether access to registry or other PAAS functions.
n. Management console shall offer single pane of window for developer to monitor cluster and application state and health 
i. Cluster state: Healthy, stressed, exited
ii. Cluster level metrics: Link
iii. Application state: Healthy, stressed, exited
iv. Application Level metrics: Link TBD
o. Management console shall offer developer interface to developers to debug the application instance health, performance issues 
p. Management console shall offer developer audit logs to trace activity history by a user. The trace is managed per user per organization for diagnostic purpose.
q. Management Console shall offer terminal access to VMs to developers
r. Developer Onboarding:
i. Login and registration should be self-serve.
ii. User accounts: Layered Org/group hierarchy for workloads management  
iii. Role based access control: Manager, contributor, viewer
Optional: OP shall offer a federated management plane which has regional controllers under the global management plane discussed above 
a. Global Management plane allows the developer to choose a region where he intends to deploy the application, each region is tied to its own controller. 
b. Developer should be able to deploy his application backend to all cloudlets served within same region in application deployment workflow defined above.
c. Region controllers are policy enforcers for privacy features and compliance with global data protection regulations which may differ across regions. Developers, enterprises may have privacy needs to protect data beyond regulatory requirements and should be served
Editor’s Note: Should the app developer/B2B customer be able to define the data protection level he wants beyond what is regulatory required in each region?
d. Region controller should own the database with following data per region
i. Cloudlets
ii. Flavors
iii. Flavours
iv. Cluster Instances
v. Application Instance 
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