[bookmark: _ntrk11uv1xwz][bookmark: OLE_LINK6][bookmark: _GoBack]3.4 Interfaces (18th June)
Editor’s Note: This section shall detail the relation from OP to any external player, including user device, network and cloud resources and application providers, and the relation between multiple OP
New changes

[bookmark: _oycm7917rwwp]3.4.1  Northbound Interface (Modified by Huawei on July 23rd)
[bookmark: _baarh7qxrhah]3.4.1.1 General Onboarding workflow

[bookmark: _30j0zll]Developers can study the geographical consumption patterns of their customers, as well as determine the optimal latencies and QOS requirements of their applications. Using Machine Learning (ML) algorithms, they can even predict how these patterns might change over time for advanced planning purposes. Orchestration services will allow developers to specify their workload requirements in order to provide automated placement. The deployment of application backends can be independent of network mobility or specific device attachment.  Backend services deployment can be based on a number of different strategies to enable mobility of edge applications, including:
· Static, whereby the developer chooses the specific region or edge sites and the specific services for each site.
· [bookmark: _xo35sbxu3f4s]Dynamic, whereby the developer submits criteria to an orchestration service and the orchestration service makes best-effort decisions about workload placement on behalf of the developer. One implementation of this would have developers choose a region in which they yield control to a system operator’s or cloud operator’s orchestration system in order to determine the optimum placement of workloads based on the number of requested compute instances, the number of users and any specialized resource policies. This model assumes the OP is aware of resource needs per application instance 
[bookmark: _1cri4lgk386k]The lifecycle management process of of edge applications creation should be based on the following suggested workflow for deployment: 
1. [bookmark: _vc1ez1368dw0]Resource purchasing and reservation which allows auto scaling and deploying microservices as a set of containers or Virtual Machines (VMs); 
2. Creating application manifest. Refer to chapter 3.4.1.3 for the definition of the manifest;
3. Creating the application instance by posting the application manifest to the OP via NBI.
4. Create the cluster, a tenancy model which allows auto scaling and deploying microservices as a set of containers or Virtual Machines (VMs); 	Comment by Ryan: i don't know if we should define this phase as creating a cluster or just applying for some resources. maybe they can both work. or maybe there is a third working mode, which allows the providers to pay for the resource as they  consumed without pre-preparing first? we can discuss.
5. [bookmark: _f6i24s8mwtcn]Create the application manifest, defining an application mobility strategy that includes QoE, geographical store and privacy policies;
6. [bookmark: _xqrms7mkr2rm]Create the application instance, launching the Edge Application and autoscaling.
[bookmark: _y99bkcg7x9ii][bookmark: _xmbsuk1ohudg]For the Service Provider edge we have structured two views. 
[bookmark: _lfjqzaxyhz1s]Orchestration: We have bucketed the edge orchestration APIs under two categories, Application Developer and Resource provider. As application developers need to evolve around not only deploying their workload on edge, but also needs for security and Role- based Access Controls. 
[bookmark: _j136jy5i8obc][bookmark: _kl0lgmn74m25][bookmark: _dssfs85j9we4]Resource Control: The resource provider needs related to auto onboarding of Infrastructure and managing their edge DCs, called cloudlets, and defining size of their offering via Flavors for developers to choose.
[bookmark: _jf5stttrft8u]Orchestration Workflow:	Comment by Anonymous: propose to put this content in orchestrator module
[bookmark: _u4dznjgtttei]For application developers, these APIs allow the management and monitoring of deployments for edge applications. 
[bookmark: _kbmtpqqpcivy]For Auth and User Management 
[bookmark: _r55szqhrp8h1]Authentication
[bookmark: _j6hrhibhqbtv]Security 
[bookmark: _r8h3pdysex3r]Role Based Access Control
[bookmark: _p5yncw20udq5]Organization
[bookmark: _qajqgoszu2sm]Developer
[bookmark: _4wkyglfg0pwe]Image Management:
[bookmark: _iydm1kcjwby5]For more details on APIs definitions related to app lifecycle management, 
[bookmark: _plxjz4whsnoe]please follow the links below for edge app deployment: 
[bookmark: _rr8umedp2c6g]Create Cluster - Microservices deployed as a set of containers or VMs: 
[bookmark: _vmlp56i55ec4]Create App Manifest - Define app mobility strategy: QoE, Geo store | Privacy policies:
[bookmark: _v6j33joz9cws]Create App Instance: Launch application backend and auto scale: 
[bookmark: _mx6hbum9j8rm]
[bookmark: _nb1a1g6z0v39]For infrastructure operators, these APIs provide ways to manage and monitor the usage of cloudlet infrastructures. 	Comment by Vikram Siwach: Need to define this view somewhere not sure its NBI but it needs to be there	Comment by Ryan: i think this functionalities should not be conducted by NBI.
[bookmark: _1b5me9ohg4v][bookmark: _mp22d7hamrgs]Create Cloudlet 
Northbound interface shall provide a set of functionalities for application provider, including access to Edge Cloud, service catalogue, and image management. Application lifecycle management and operations are also functionalities to be provided through this interface.
The following figure shows the functions which can be operated via NBI from the view of the application provider.
	Resource name
	Resource URI
	HTTP Method
	Meaning

	List of application templates
	/app-templates
	GET
	Retrieve information about a list of application templates

	Individual application template
	/app-templates/{app-template-id}
	GET
	Retrieve information about an application template

	Individual application template
	/app-templates
	POST
	Create an application template, which combines multiple workloads into one application

	List of application instances
	/app-instances
	GET
	Retrieve information about a list of application instances

	Individual application instance
	/app-instances/{/app-instances-id}
	GET
	Retrieve information about an application instance

	Individual application instances
	/app-instances
	POST
	Create an application instance

	List of services
	/services
	GET
	Retrieve information about a list of services

	Individual service
	/services/{/services-id}
	GET
	Retrieve information about an service

	Individual service
	/services
	POST
	Create an service, which expose an application as a network service

	List of images
	/image
	GET
	Retrieve information about a list of image

	Individual image
	/image
	POST
	upload an image

	Individual image
	/image/{/image-id}
	GET
	Retrieve information about an image, including name, image url, version, etc.


[bookmark: _hak476edllt4]3.4.1.2 Application Resource catalogue
NBI shall allow applications providers to access resources catalogue. 
Resource catalogue shall consider local resources. Provided that different user reach can be found depending on the resource’s precedence, application provider shall be able to select Network Operator reach.
Resources footprint shall be abstracted to regional availability zones, preserving the network topology hiding as stated on requirements X.
[bookmark: OLE_LINK4][bookmark: OLE_LINK5]Application provider shall be able to create custom request zones, not only at coarse level but also on private or limited footprint, that can be reached by one or more catalogued availability zones.
[bookmark: _upmrp88enzc5]3.4.1.3  Application templateManifest
An application templatemanifest describes various properties of the application, including but not limited to the following properties:
1.    Workload spec:
Image <required>
Replica number <required>
Type <optional>, such as stateless and stateful
Description <optional>
2.	Computing resource requirements:
CPU <required>
Memory <required>
GPU <optional>
NPU <optional>
type of resource
       amount required
time required for
Editor notes: The NPU is Neural Processing Unit, tightly coupled to the processor pipeline to accelerate AI training and inference
EDITOR’S NOTE: Since the types of resource are evolving (as the hardware capabilities and virtualisation techniques improve), especially for specialist processors, we cannot define today exactly what all the types of resource will be in the future, So we should build some flexibility here, within a general structure. Ideas on how best to do this?
3.	Qos requirements:
Mean IP packet transfer delay
IP packet delay variation
IP packet loss ratio
IP packet error ratio
The value of the metric is the mean.
 EDITOR’S NOTE: Using the mean value seems the most natural choice to me.
EDITOR’S NOTE: I’m not convinced we really need more than the (i), we should at least allow Application Providers to leave these blank. 

3.	Storage resource requirements
4.	Network resource requirements
5.    Extension requirement
6.	Required services
7.   There are several other aspects that the Application Provider wants to signal about: EDITOR’S NOTE: these are from Section 2 Architectural Requirements
· Data privacy (GPDR) restriction on geographical area
· Support for stateful Application Server [3 possibilities: Its application server cannot be moved from one edge compute to another ; Its application server can be moved from one edge compute to another, without any notification ; Its application server can be moved from one edge compute to another, with prior notification]
· Support for dynamic application instantiation [2 possibilities: an Application Server is pre-deployed in several Cloudlets, based on application provider’s requirements and operator deployment criteria (static) ; an Application Client’s request triggers an Application Server to be deployed on the “best” Cloudlet (dynamic) ] 
· Service availability on visited networks [ie roaming in old-speak]: 2 possibilities: required or not. And maybe: all visited networks ; or selected visited networks

 The Edge Cloud is similar to a traditional cloud offering, but with the advantage of better QoS, in particular lower latency, in a geographical region or regions (which correspond to areas nearby where an operator has deployed a Cloudlet or Cloudlets).  The NBI allows an OP to advertise the above cloud capabilities that it can provide to Application Providers. It does not advertise dynamic information about the current availability or usage or the resources. The NBI allows the OP to accept or reject the request (but not negotiate).
[bookmark: _ry60jw3el5k1]3.4.1.4   Application scheduler policy
A scheduler policy is a scheduling strategy represents a mechanism, comprehensively considering factors such as the location of the edge site, the location distribution of the accessed UE, latency requirement, and application resource requirements, assigning application instances to one or multi edge nodes.
Northbound interface shall support setting scheduler policy, based on application provider’s criteria, when creating an application instance and the ability to switch to another scheduler policy when it is necessary.
Editor notes:
Scheduler policy may include:
Specified edge deployment: the application deployed on the specified edge region
Minimum latency for most instances: 90% application instances deployed on the edge site where latency is within 20ms
Widest coverage: the UEs in 95% of the country can be accessed	Comment by Ryan: maybe we can make this policy more brief such as one instance for one town across the certain province.
[bookmark: _pa66jwvrmgt3]3.4.1.5    Application instances management
Northbound interface shall support application instances management, includes the following abilities:
1.	Create application instances
The input parameters of an application instance include:
1)     Application templatemanifest <required>
2)     Scheduler policy <optional>
2.	Update application instances
3.	Query application instances
4.	Delete application instances
[bookmark: _u97z3bhosvnz]3.4.1.6   Application Service management
A service is an abstract way to expose an application instance composed by a set of workload instances as a network service, which could be accessed by other application instances or UE. 
Northbound interface shall give a way to define service, which could exposes functions of an application to other applications or UE.
A Service shall include properties:
1.	Backend, a set of workload instances from an application instance
2.	Expose, such as protocol and port
Northbound interface shall provide monitoring functionalities to application providers of the deployed instances, ensuring the application lifecycle and QoS/E tracing.
Application management, including CI/CD functionalities, shall also be provided through NBI to application providers.
[bookmark: _ij716hvethaa]3.4.1.7   Image management
Application provider deploys the application by making the program software to an image, uploads the image to the image repository and fills the url of the image in the application templatemanifest.
Northbound interface shall provide the image repository to manage the image of applications, includes the following abilities:
1.	Upload images
2.	Update images
3.	Download images
4.	Query images
5.	Delete images
Editor notes: OP could provide image repository, and support image url from other image repository.
[bookmark: _cjmrkmrkknon]3.4.1.8          Network event support
An application provider may require to be notified by network events, or may request specific information about UE, network status or information.
NBI shall expose network information towards application providers and application instances, so that network capacities can be used alongside the provided edge service.
The capacities, information or services to be provided may be among the following:
•  	UE location, information and events
•  	UE network connection events
•  	Application to UE connection status

[bookmark: _gwguw1ubctcm]3.4.2 Southbound Interface
[bookmark: _awyxzppy99y5]3.4.2.1 General
Southbound interface of the OP includes all interfaces the OP is consuming from other parts of the service provider’s infrastructure to create the capabilities of the different roles described in section 3.2. This includes interfaces to:
· Infrastructure manager functions of a cloud or edge cloud infrastructure (e.g. resource management for compute and network resources)
· Orchestrator functions facilitating the application and workload lifecycle management and scheduling
· Service management functions (e.g. platform services, network services, mobility support, …)
· Other external modules providing services to the OP
[bookmark: _gvhke1gmgqga]In many cases a close interworking between resource management, workload lifecycle management, platform services and also traffic management services is needed. Therefore common standards like ETSI IGS MEC offer a combination of these capabilities via the standardized interfaces.
[bookmark: _jrgln5qpdowx]The SBI is defined not by the OP, but by the systems consumed.
[bookmark: _zbrn6uxumxyf]3.4.1.2 SBI Infrastructure manager functions
In most deployments, OP will make use of a cloud infrastructure management. There are various options in the industry, most are based on OpenStack® or Kubernetes®, but others are also available. OP can also make use of the resource management via an orchestrator function, e.g. as defined by ETSI ISG MEC or ETSI ISG NFV. In these cases also resource management and workload management are consumed via the orchestrator function.
[bookmark: _2s5xo9fsmxwt]SBI here is defined via the interfaces produced by the consumed systems.
[bookmark: _uhdelebs7rqr]In addition to the management of the virtualized resources also hardware infrastructure needs to be managed via SBI.
[bookmark: _ona3zjtqosrx]3.4.1.3 SBI Orchestrator functions
Lifecycle management for applications or other workloads can be implemented by internal modules of the OP or externally, e.g. consuming ETSI ISG MEC or ETSI ISG NFV via SBI.
[bookmark: _1z8wcwah968]3.4.2.4 SBI Service management functions
Editor’s note: need some text on edge specific services, e.g. enablement services, etc. .

[bookmark: _k8rdcniuwd9j]3.4.3 User to Network Interface
[bookmark: _w9234t6yyr6l]3.4.4 East/Westbound Interface (Section Updates ongoing - Altran)

