


Selected Agreement Points:

1. Edge Infra: Tentative	
a. Local Breakout and distributed PDG/UPF are necessary for delivering edge computing
2. UNI: Discovery and Mobility: Tentative
a. The UNI should be used to discover application elements.
b. Any modification required to deal with Mobile Network Mobility will be requested to 3GPP.
c. Optimization of application layer and gateway reselection procedures to be specified in future releases of PRD unless standardized mechanisms already exist.
3. Resource Allocation and usage monitoring: Tentative
a. As well as the MNO, the application developer can exercise a level of control on the container availability and usage as well as be able to monitor the health of the application.
b. The platform will provide similar capabilities for monitoring as those offered by cloud providers.
4. IP-level Peering: Agreed
a. IP level peering should be supported by the Operator Platform and be in scope of the OPG.
5. Scope EWBI: Agreed
a. The EWBI should be a “high level” interface interconnecting Operator platform instances in resource manager role (optionally via a hub). 
b. The EWBI will allow transfer of application logic, requirements and reference for interacting with the developers. 
6. Scope of UNI: Agreed
a. The UNI should be a “light” interface creating a USP for Telcos to allow information to be exchanged between the application on the client and the platform. The information to be exchanged should enable authentication, retrieval of location, measurements reporting, geo-positioning of edge server.
b. Use of a client in the device should also be allowed by the architecture. 

7. Scope of SBI: Agreed
a. The SBI should support two sets of functionalities.
b. Request edge resources and KPI retrieval
c. Invoke Mobile network service APIs including NEF, SCEF, Location.

8. Developer Interfaces: Agreed
a. The Operator Platform should require seamless interface for performing “basic” cloud operations and provide an abstraction that shields developers from the complexity of the underlying network. 
b. The Operator Platform should be able to support existing applications designed to run on the Cloud, integrate the cloud applications CD Pipeline



PRD Evolution: Network Metadata

Only the Telco network has location information for both devices and Anchors. For example, AMF has the device location info and SMF knows UPF/Anchor Location. How to expose this functionality to developer facing APIs in a safe and reliable way is challenging. 5GC’s NEF (Network Exposure Function) allows telco networks to expose services and capabilities to most notably QoS. 
Please note: The non-standardized exposure for key metadata like location, identity and QoS is available on 4G as well.
Operators will only allow a few trusted edge services to interact with their networks due to security considerations. 
This means end user application will have to work through a trusted service like service resource manager/SRM running as a middle layer from/to user client to consume the above metadata. 
For OPG scope to define trusted service like SRM, we are bound at trust Layers below:
Trusted User: Innovative integration with operator specific exposure functions to validate user identity and location to prevent “Spoofing”
Trusted Applications: OP regional controllers manage the application placement to appropriate edge location while controlling the access to that application, so users always connect to “Correct” application instance and there is no “Masquerading/Phishing”
The above trust layers can be secured as below by deploying service resource manager per operator and asserting RBAC controls for network services 







Assumed Trust model for network metadata consumption via SRM 
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Case for “Verify Location”:

Asynchronous location update to OP across all devices in network with densification of RAN in 5G will cause signaling storm and will be a resource intensive to maintain accuracy for all devices at all times. Hence OP subscribing for these updates and offering to application is a non-starter because of privacy issues involved.
“Verify Locations” nature is not a subscription API but a real time synchronous API where in GPS isn't trusted and backend application expects this as a network service. The accuracy in response validates the GPS coordinates and Business transaction is committed. This API is offered using user client on device. As result client application impact is minimal. These API requests are easily monetized for business models based on location accuracy for operators.
This is in contrast to current Location subscription API in SA6 which assumes the Application backends shall call into subscription API.  Generally, the applications running on the devices may not be aware of unique device IDs as that depends on OS like IOS, Android which may block the IMEI and other identities so that's a risk for adoption.  OP can work with device manufacturers to publish Unique device IDs which NEF will understand but they still have to subscribe for location updates across all the D-UPFs.
On context relocations and location updates As the UE will be anchored to one of these D-UPF "verify location" request is landing at the same edge DC so location updates are minimized to number of devices anchored to that D-UPF only. Think of this a distributed cache of location updates in that edge DC. verify location is coming for the devices with user client and anchored on the same UPF so cache misses are minimized. Only thing which matters for accuracy is how often is the location updates cache is refreshed. Hopefully with 5G disaggregation AMF caches will evolve.  
In 4G deployment we retain the location updates across the core networks per metro in the local break out and offer a synchronous verify location API based on last location update stored but my guess the location accuracy shall be compromised as cache refresh across all the core network will be not real time.






Case for “Zero Trust” Via Advanced Registration:


The SRM-UNI registers user client to establish the trust layer towards end user and enables the end-user device to establish an encrypted communication channel with the closest instance of SRM-UNI. If the user is connecting via a 4G LTE or 5G network, then the SRM-UNI is capable of validating the legitimacy of the subscriber. This process ensures trusted application layer is accessed. 


Case for end user privacy: 

Identity of a subscriber is not OPs domain so obfuscating end user with unique token per Unique device identity exchanged between device manufacturer and token server will protect end user identity and not violate privacy agreements. 





Suggested Call Flow for verify location via trusted SRM-UNI 
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