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3.3.2.1 Cloud Resources management
The integration with cloud resources APIs on SBI allows OP to support the needed functionalities for application and resources management.
Operator Platform shall be able to access cloud resources of the operator / cloud provider, not only for request/response transactions regarding application lifecycle but also for being able to catalogue the resources/capabilities and get feedback about the status of the different cloudlets or edge nodes.	Comment by Vikram Siwach: The virtual resources once packaged in Flavors should do it. The telemetry on resource usage is only used for sophisticated debugging of a non performing virtual asset not used in orchestration schemes
[bookmark: _pimb1rocfjbe]1.1.1.1.1          Integration with Cloud Orchestrator	Comment by Vikram Siwach: whats Cloud Orchestrator ? I am assuming a paas layer to move forward	Comment by Neal Oliver: I think what is meant is an orchestrator that has an interface to the edge cloud resources (by, e.g., Mm4/Mm6, OpenStack, K8s), and to the service resource manager (by, e.g., ONAP, VCloud Director, OS-Ma-nfvo).	Comment by JORGE GARCIA HOSPITAL: orchestrator is exactly that, the PaaS endpoint
A cloud provider/operator may want to expose the cloud resources by an orchestrator. This integration will not allow the whole set of functionalities that Operator Platform may need to provide, and only a serverless approach will be available where the provider’s orchestrator performs the instantiation of the application based on the request from OP, instead of OP getting the role of the application LCM..	Comment by Vikram Siwach: if OP is exposing orchestrator why only server less  orchestration ? seems orthogonal.	Comment by Neal Oliver: I puzzled over the text for a long time.

 "Serverless operation" is defined at the bottom of the page. I infer that this means that the orchestrator hides most information from the OP, except for the minimum ability to instantiate an application. The requirement says "the orchestrator is in charge of edge cloud operation. The OP still needs at least minimal functionality in order to federate with other OPs, as enumerated in the bullet list."	Comment by JORGE GARCIA HOSPITAL: OP is using the orchestrator interface that the operator exposes, but not exposing it to a developer!	Comment by JORGE GARCIA HOSPITAL: Right, I tried to fix the text but please let me know any additional modification that can be done.
With orchestrator integration, OP shall be able to integrate with the orchestrator for:	Comment by Neal Oliver: The bullet list is therefore a list of functionality that the orchestrator must expose to the OP, right?

Is this a way of enumerating the functionality of OS-Ma-nfvo?	Comment by JORGE GARCIA HOSPITAL: More the needs form OP than the functionalities of Sol005, but driven by its limitations 
· •   	Application onboarding/instantiation on specific edge/cloud site (cloudlet). 	Comment by Neal Oliver: I think these are two bullet items, not one.
· Image management.
· •   	Application lifecycle management.
· •   	Limited resources management
· •   	Limited resources usage statistics retrieval, settlement.
Orchestrator exposed capabilities will not allow OP to enlarge or reduce the resources reserved for edge purposes, and the limited information given will not allow OP to ensure application instantiation until orchestrator performs the internal infrastructure procedures, what endorses the serverless approach of this integration.  	Comment by JORGE GARCIA HOSPITAL: Trying to fix the limited definitions above
This serverless approach allows application providers to request OP for the instantiation of an application, both static and dynamic based on the criteria. The management of the resources and the statistics that OP is able to get from the orchestrator are limited to the amount of resources and scope of the assigned orchestrator tenant.	Comment by Vikram Siwach: Again Opinionated	Comment by Neal Oliver: The earlier text implied that "serverless approach" was a consequence of the limited interface from the orchestrator. Here it seems to be  described as a benefit to the app provider. Could this be clarified?	Comment by JORGE GARCIA HOSPITAL: It was for explaining that the base service of deployment is enabled, but agree that it may be misunderstood so we can delete it
OP SBI-CR integration shall be able to adapt industry standards for orchestrator integration, including but not limited to OSM/MANO, ONAP, VMware VCloud Director.	Comment by Vikram Siwach: These are not cloud orchestrators	Comment by Neal Oliver: By adapting these standards, does this mean that the cloud orchestrator should present a similar interface to the list, or that, e.g., ONAP shall be able to orchestrate an edge cloud under OP?	Comment by JORGE GARCIA HOSPITAL: Just adapting to those tehcnologies, OP will get in charge of selecting where to deploy, and orchestrator will perform the deployment. 
[bookmark: _8cibrgxzd931]1.1.1.1.2          Integration with Infrastructure Manager
If the integration with the cloud resources is directly done over the Virtualized Infrastructure Manager (VIM) or Container Infrastructure Service Manager (CSIM), OP will have additional functionalities like resources management, reservation and detailed statistics, resource catalogue and load reporting.  apart from application lifecycle management.	Comment by Vikram Siwach: VCD mentioned above is a VIM
OP accessing to cloud resources will enable the access to more functionalities, such as infrastructure exposing to application providers, analytics retrieval from the cloudlets for the instantiation selection procedures, resources scaling based on traffic…	Comment by Vikram Siwach: Seems like substratum in IAAS which is still a virtual asset
With direct VIM/CISM integration, OP shall be able to integrate with infra manager for:
· Application onboarding/instantiation on specific edge/cloud site (cloudlet). 	Comment by Vikram Siwach: you might get better control for host cluster and network with IAAS substratum but you have to be specific what you want to achieve with that control	Comment by JORGE GARCIA HOSPITAL: more control means having control of IaaS that operators/owners may not want to enable. IaaS endpoint or infra managers allows OP to employ all the needed tasks. Otherwise, please especify, we are more  than open on this term.
· Image management.
· Application lifecycle management.
· Resources management
· Resources usage statistics retrieval, settlement.
· Resources/Services catalogue retrieval.
· Catalogue shall include availability of, at least:	Comment by Neal Oliver: Could we add I/O as well? This is critical to many apps.	Comment by JORGE GARCIA HOSPITAL: done
· Edge site identification
· Location
· CPU
· Memory
· Storage
· GPU
· NPU/FPGA
· I/O
· Cloudlet load reporting.
OP SBI-CR integration shall be able to adapt industry standards for VIM/CISM integration, including but not limited to ETSI-MEC (Mm4/Mm6 interfaces), Openstack, K8s, VMware vCenter.	Comment by Vikram Siwach: These are IAAS end points not VIM	Comment by JORGE GARCIA HOSPITAL: Please clean and clarify terminology, but IMHO  Openstack can be  considered as VIM or IaaS end point, and VCD is orchestrator but not VIM. Just terminology
[bookmark: _5e1kg67wl8ku]1.1.1.1.3          Integration with Hyperscalers	Comment by Vikram Siwach: hyperscalers will provide both IAAS/PAAS layers so  I am assuming you want to interface at IAAS based on the sections above so please collapse this in prev section we dont need to repeat these	Comment by JORGE GARCIA HOSPITAL: done
When using an hyperscaler as cloud infrastructure provider, OP shall be able to support the APIs that those providers currently expose.
[bookmark: _qdmmfaearem]OP shall be able to access to the same capabilities that are enabled to developers through those interfaces, in an IaaS/PaaS manner that provides the full set of needed functionalities, limited to the offered amount of resources that the hyperscaler provides.
[bookmark: _66bt3k48e0u9]3.3.2.2  EWBI Edge Cloud Domain Extension Evolution 

Resource view across operators is based on control endpoint access offered by the federating partners on EWBI. The resources view operators offer to their developers is based on the type of deployment and should be independent of underlying endpoint access. In case EWBI(resource manager) offers an IAAS endpoint control per cloudlet that will enable partner operators to offer cost optimized ways to orchestrate workloads in real time to their developers. In case EWBI(resource manager) offers a VIM endpoint, serving multisites underneath, partner reserves resources apriori per cloudlet to offer a seamless experience to its developers. Specialized resources availability/cloudlet will be part of discovery in both cases. 
Please note: VIM specific catalogue structure on SBI-CR shouldn’t define the resource view on NBI side for developers consumption. EWBI interactions will normalize the NBI view by reserving resources a priori. Please refer to “CreateCloudlet” and discover the inventory workflow in the SBI-CR section above. 


SBI-CR entails that operators have flexibility to use VIMs like VCD/VIO or IAAS endpoints like OpenStack, vCenter across multiple sites using Hyperscalers on prem offering or vendor edge stacks.  Service Resource Manager thus needs to run at the layer above IAAS control endpoints like OpenStack, vCenter as a result some of the resource control at host, networking and specialized devices might be compromised. 
We by design have specified Cloudlet as the atomic unit to be offered to developers at a given GPS coordinate if an operator so chooses to expose them. In such a case SRM expects an IAAS endpoint where OP can spin resources and bind host, networking and share specialized devices in the most cost optimized way.  In case an operator chooses to provide VIM layers to provide access to virtualized resources we need to define resource reservations structures at pre-created cloudlet at a given GPS coordinate. 
As a consequence of SB choices above, the operational workflow detailed below changes across EWBI. The following section normalizes the resource reservations per cloudlet. Thus pre-created Cloudlet at a site with reserved resources available for federation entails us defining following API to begin engagement:
Create-Cloudlet: This translates to creating a Virtual Data Center (VDC) at specific GPS coordinates for partner operators to consume with operator provisioning endpoint URL with credentials as below along with CA Cert Data. The federating partners have access to each other's cloudlet profiles as a result.
POST api/v1/auth/create/cloudlet
Content-Type: application/json
{
    "cloudlet_key": {
      "organization": "Organization of Cloudlet Site",
      "name": "Name of Cloudlet"
    },
  "cloudlet_location": {
      "Latitude": "Latitude in wgs 84 coordinates",
      "Longitude": "Longitude in wgs 84 coordinates"
    },
  "Platform_type": "OpenStack,vCenter,VCD",
  "Access_vars": "Variables required to access control endpoint:URL, uname, password ",
  "IP_support": “Type of Public IP Support: Static set/DHCP”,
  "Static_IPs": "List of static IPs for static IP support",
  "Resource_Map": "Specialized resource Tag table:  key-value pair”,
 "Maintenance_State": "Planned downtimes of Cloudlets: offline/online”
}
Operational Workflow: 
1. Reserve Resources: Orchestrating Federating partners know the demands for their clients on the NBI side (Compute, Memory, Disk, Bandwidth, specialized devices) and request the aggregate resources via O&M reservation requests to be assigned to cloudlets exposed in the first step.
2. Discover-Inventory: Service resource Manager from the Orchestrating partner scans for the data stores setup apriori like network, catalogue and validates the VDC.
a. Networking: Serving Operators may set up networking to contain where the tenant(Orchestrating Partner) would be hosted.  But partners would need an ability to create routed networks internally and externally and assign IP from a block to identify VMs. 
b. Discovering catalogue:  This would be media pre-certified by the operator. SRM would still need an ability to upload catalogue items like OVA and other media based on what specialized devices licensed and enabled on the VDC. 
3. Download Base Images/Sizing VMs: This step can be automated by SRM or done by an operator depending on Infra API access. Orchestrating partners may repackage “pre-fixe” size as flavors to its clients.  Cloudlet needs to provide access to the internet for the automation to work and stream metrics for workload.
4. Compliance: Once cloudlet is discovered, Orchestrating partner enter into compliance phase where its SRM runs the compliance test where it tests on-boarding workflow for developer workloads defined in section 3.4/NBI: 
a. Create the cluster, deploying  dockers, k8 set of containers and Virtual Machines (VMs); 
b. Create the application manifest that includes QoE  test
c. Create the application instance, launching the Edge Application.
d. Fetch the metric associated with cluster, cloudlet, app instance across selectors: cpu, mem, disk, BW.
Please note:  Deployment type on NBI is not the same as EWBI as the resources view operators offer to their developers is based on the type of deployment and should be independent of underlying endpoint access. Please refer to the federated resource management section below for details.
Based on the reservation structure, Partner OP can utilize the reserved resources and orchestrate k8s, docker, VM deployments based on application requirements onboarded on NBI. This is a deterministic way for orchestration wherein the sourcing partner can package the virtual assets from the target OP in a uniform way to its developer or B2B client and orchestrate their workloads without the need to share application workload or client details.  For details on the workflow and API Please refer to section 3.4/NBI. 
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