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	Description

	Cloudlet
	A point of presence for the Edge Cloud. It is the point where Application Servers are deployed. Cloudlet offers a set of resources at a particular location (either geographically or within a network) that would all provide a similar set of network performance.




3.3.4 Federation Management
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The layout above defines federation design across 2 operators. The operator logos used above are to illustrate ownership structure only and no commercial or any relationship between them should be assumed. 
As can be seen from the above diagram the interconnect between 2 federated operators exist at network level for user plane management via peered IP backbone and control endpoint level for resource reservation which is referred as EWBI management plane. 
It is suggested that 2 federated operators implement local breakout at user-plane for both home and visiting subscribers i.e. DTs subscribers using their app when visiting ATT should be served by an app instance running in the near best ATT cloudlet. 
It is also assumed that routers behind anchors are capable of routing based on packet header source, destination IP to cloudlet in the serving network. 
EWBI has no explicit wiring needs and can run over public internet based on where operators regional services are running but does need secure access control and encryption to access control end points. 

3.3.4.1  EWBI Evolution 

Resource view across operators is based on control endpoint access offered by the federating partners on EWBI. The resources view operators offer to their developers is based on the type of deployment and should be independent of underlying endpoint access. In case EWBI(resource manager) offers an orchestration control endpoint per cloudlet that will enable partner operators to offer cost optimized ways to orchestrate workloads in real time to their developers. In case EWBI(resource manager) doesn’t offers an orchesrtration  control endpoint, serving multisites underneath, partner reserves resources apriori per cloudlet to offer a seamless experience to its developers. Specialized resources availability/cloudlet will be part of discovery in both cases. 
Specific control endpoints or catalogue structure on SBI-CR shouldn’t define the resource view on NBI side for developers consumption. EWBI interactions will normalize the NBI view by reserving resources a priori. This entails that operators have flexibility to use control endpoints mentioned in section 3.4.2.1.2 across multiple sites.  Service Resource Manager thus needs to run at the layer above control endpoints as a result some of the resource control at host, networking and specialized devices might be compromised. 
We have specified cloudlet to be offered to developers at a specific location chosen by an operator. As a consequence of SB choices above, the operational workflow detailed below changes across EWBI. The following section normalizes the resource reservations per cloudlet. Thus pre-created Cloudlet at a site with reserved resources available for federation entails us defining following API to begin engagement:
Create-Cloudlet: This translates to creating a Virtual Data Center (VDC) at specific GPS coordinates for partner operators to consume with operator provisioning endpoint URL with credentials as below along with CA Cert Data. The federating partners have access to each other's cloudlet profiles as a result.
POST api/v1/auth/create/cloudlet
Content-Type: application/json
{
    "cloudlet_key": {
      "organization": "Organization of Cloudlet Site",
      "name": "Name of Cloudlet"
    },
  "cloudlet_location": {
      "Latitude": "Latitude in wgs 84 coordinates",
      "Longitude": "Longitude in wgs 84 coordinates"
    },
  "Platform_type": "OpenStack,vCenter,VCD",
  "Access_vars": "Variables required to access control endpoint:URL, uname, password ",
  "IP_support": “Type of Public IP Support: Static set/DHCP”,
  "Static_IPs": "List of static IPs for static IP support",
  "Resource_Map": "Specialized resource Tag table:  key-value pair”,
 "Maintenance_State": "Planned downtimes of Cloudlets: offline/online”
}
Operational Workflow: 
Reserve Resources: Orchestrating Federating partners know the demands for their clients on the NBI side (Compute, Memory, Disk, Bandwidth, specialized devices) and request the aggregate resources via O&M reservation requests to be assigned to cloudlets exposed in the first step.
Discover-Inventory: Service resource Manager from the Orchestrating partner scans for the data stores setup apriori like network, catalogue and validates the Virtual Data Center.
Networking: Serving Operators may set up networking to contain where the tenant(Orchestrating Partner) would be hosted.  But partners would need an ability to create routed networks internally and externally and assign IP from a block to identify VMs. 
Discovering catalogue:  This would be media pre-certified by the operator. SRM would still need an ability to upload catalogue items like Open Virtual Appliance  and other media based on what specialized devices licensed and enabled on the Virtual Data Center. 
Download Base Images/Sizing VMs: This step can be automated by SRM or done by an operator depending on control endpoint API access. Orchestrating partners may repackage “pre-fixe” size as flavors to its clients.  Cloudlet needs to provide access to the internet for the automation to work and stream metrics for workload.
Compliance: Once cloudlet is discovered, Orchestrating partner enter into compliance phase where its SRM runs the compliance test where it tests on-boarding workflow for developer workloads defined in section 3.4/NBI: 
1. Create the cluster, deploying  dockers, k8 set of containers and Virtual Machines (VMs); 
2. Create the application manifest that includes QoE  test
3. Create the application instance, launching the Edge Application.
4. Fetch the metric associated with cluster, cloudlet, app instance across selectors: cpu, mem, disk, Bandwidth.

Based on the reservation structure, Partner OP can utilize the reserved resources and orchestrate k8s, docker, VM deployments based on application requirements onboarded on NBI. This is a deterministic way for orchestration wherein the sourcing partner can package the virtual assets from the target OP in a uniform way to its developer or B2B client and orchestrate their workloads without the need to share application workload or client details.  For details on the workflow and API Please refer to section 3.4/NBI. 
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