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3.2 
Federation Management
The Federation Management functionality within the OP enables it to interact with other OP instances, often in different geographies, thereby providing access to a larger footprint of Edge Clouds and Operator’s capabilities for the Application Providers.
The Management plane is the set of functionalities used to control and monitor the operator platforms as a federation.
The vehicle to communicate the functional blocks that perform the management actions, NBI, SBI and E/WBI interfaces are used. Management plane works at two domain levels: application and infrastructure (resources), each of which contains two management scenarios: the configuration and the run time management.
The following are prerequisites to enable the federation model:
Operators need to have an agreement to share Edge Cloud resources;
Operators would need to agree on an Edge Cloud resource sharing policy;
Operators would need to enable connectivity between the OP instances over which East/West Bound Interface signalling would flow.
The Federation Management functionality is realised via the multiple functional blocks within an OP instance as listed below.
	Domain
	Scenario
	Management Functionality

	Resources
	Configuration
	Federation Interconnect Management

	
	
	Resource Synchronisation and Discovery

	
	
	Edge Node Sharing

	
	
	Partner OP Provisioning

	
	
	Authentication and Authorisation

	
	
	Resource sharing policies

	
	Run Time
	Edge Cloud resource monitoring

	
	
	Automation Capabilities

	Application
	Run Time
	

	
	
	Operational visibility

	
	Configuration
	Application Management

	
	
	Service Availability on Visited Networks


Table 1: Management Functionalities

Note: 	There may be legal constraints restricting the distribution of specific applications to certain regions that would need to be considered in the agreement when Federation is being planned among multiple operators. The technical impact of such legal constraints on OP is for further study.
====================================================================
3.2.1 
Resource Synchronisation and Discovery
Operators can include their cloudlet resources in the OPs set of available resources using the SBI.
The OPs shall exchange and maintain the types of resources offered to each other (E/WBI).
This exchange includes information about Availability Zones:
A Region identifier (e.g. geographical area).; The regional identification criteria should be standardized or, at least, should be agreed between involved partners so that they can understand each other when talking about a specific region.
Compute Resources Offered: e.g. a catalogue of resources offered (CPUs, Memory, Storage);
Specialised Compute Offered: catalogue of add-on resources, e.g. Graphic Processing Units (GPU), Vision Processing Units (VPU), Neural Processing Units (NPU), Field Programmable Gate Arrays (FPGA).
This information may change and can be updated via the E/WBI whenever the geographical area or the types of resources offered to an OP by a partner changes due to Operational or Administrative events (e.g. due to scheduled maintenance).
A subscription/notification mechanism will be supported over the E/WBI to achieve the above.
[bookmark: _Toc53664319]Application Management
This procedure corresponds to the forward of a northbound request from one operator to accommodate an Edge Application in another operator’s Cloudlets. Operators authorise the deployment based on available resources and federation agreement.
In the Federated model, one OP can coordinate with partner OPs to assist application onboarding, deployment and monitoring in the partner OP Edge Clouds. The E/WBI interface must provide capabilities to support application onboarding, deployment and monitoring in partner OP Edge Clouds.
The Application Providers interact with one OP instance and provide their requests over the NBI along with the intended geographical regions that they want to target. The OP instance translates the NBI interactions to the E/WBI.
The Application Provider request contains mandatory information (required cpu, memory, storage, bandwidth…) defined in the application manifest, and other optional characteristics that the application may need (latency, prioritization, reservation, …)
There may be multiple models possible for how application orchestration is performed via the E/WBI.
On a federation relationship, the decision of which Edge Cloud(s) to deploy the applications is decided by the partner/target OP based on the Zone/Region preferences indicated by the Application Provider. In doing so, the Application Provider criteria are used by the partner OP as provided to it via the E/WBI.
The E/WBI, therefore, enables the partner OP to be informed about the Application Provider’s requirements - information which the home OP has learnt from the Application Provider, through the NBI.
The application provider’s criteria about zone/region is considered but, at the end, is the Operator Platform who decides the edge cloud resources that better fit with the application requirements (QoS) and the costs of using those resources, considering both its own resources and those of the federation.
====================================================================
3.2.2 [bookmark: _Toc53664323]
3.2.3 
3.2.4 
Operational visibility.
The OPs shall have an operational view of each other, allowing Fault Management and Performance management within the limits of their agreements in the federation contracts.
A subscription/notification mechanism should be available to allow the above.
[bookmark: _Toc53664324]Edge Cloud resource consumptionmonitoring
The OP shall offer the capability to monitor the resources by:
Usage: compute, memory, storage, bandwidth ingress and egress
Events, alarms/faults, logs
Metrics performance
Usage data about resources being consumed by partner or by application are the default monitored parameters. However, specific events, alarms, logs and metrics should be defined by the application provider (those related with the applications) or by the federation contract between the operators (those related with the shared resources).
An OP monitors Edge Cloud resource consumption by the Edge Applications. These applications would also include applications from the partner OPs. The OP informs the resource consumption statistics of the partner OP applications to the partner OPs via the E/WBI.
The amount of resources shall be identified per Operator and Edge Application and may be reported per Availability Zone.
An OP would use this information as an input for billing, audit and settlement purposes.
Operational visibility.
The OPs shall have an operational view of each other, allowing Fault Management and Performance management within the limits of their agreements in the federation contracts.
The information used for these fault and performance management is retrieved in the monitoring phase as was described in the previous chapter.
A subscription/notification mechanism should be available to allow the above due to the amount of information that will be exchanged
Automation Capabilities
The OP shall offer the automation of the common actions related with the resources lifecycle management in a federation approach. Therefore, the information assets should be harmonized.
There are a few key scenarios to consider to automate:
To start new application instances
To reconfigure resources and network for maintaining service SLAs
To support the execution of application policies
To have consistency at resource reservation

This automation entails a set of requirements:
Atomic transactions support is needed. Several options:
Two phase commit
Eventual consistency
Publication/Subscription events for milestones, changes in status, changes in infrastructure, …
The use of distributed tracing along the federation (E/WBI)
Resilience support (compensation, conciliation, timeouts definition, …)
The release of reserved resources after the reservation expires (in case of reservation)
Technologically agnostic architectures (REST, microservices, event based, …)
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