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Proposed Target Architecture

==================================================================
3.1 [bookmark: _Toc327548005][bookmark: _Toc327548205][bookmark: _Toc330993688]
3.2 
Federation Management
The Federation Management functionality within the OP enables it to interact with other OP instances, often in different geographies, thereby providing access to a larger footprint of Edge Clouds and Operator’s capabilities for the Application Providers.
The Management plane is the set of functionalities used to control and monitor the operator platforms as a federation.
The vehicle to communicate the functional blocks that perform the management actions, NBI, SBI and E/WBI interfaces are used. The Management plane works at two domain levels: application and infrastructure (resources), each of which contains two management scenarios: the configuration and the run time management.	Comment by Tom Van Pelt: Something seems grammatically wrong here.Should it be "as the vehicle to communicate between the functional blocks"?	Comment by OPTARE-22: NBI, SBI and E/WBI interfaces are used as the communication mechanism between the functional blocks that perform the management actions.
The following are prerequisites to enable the federation model:
Operators need to have an agreement to share Edge Cloud resources;
Operators would need to agree on an Edge Cloud resource sharing policy;
Operators would need to enable connectivity between the OP instances over which East/West Bound Interface signalling would flow.
The Federation Management functionality is realised via the multiple functional blocks within an OP instance as listed below.	Comment by Tom Van Pelt: Shouldn't this be marked as a change given that the table that it refers to didn't exist before?	Comment by OPTARE-22: the table summarizes the next subsections, applying the domain-stages classification.

Instead of "..as listed below", we can say something like:
"... as listed in the following subsections and are summarized in the next table"
	Domain
	Scenario
	Management Functionality

	Resources
	Configuration
	Federation Interconnect Management

	
	
	Resource Synchronisation and Discovery

	
	
	Edge Node Sharing

	
	
	Partner OP Provisioning

	
	
	Authentication and Authorisation

	
	
	Resource sharing policies

	
	Run Time
	Edge Cloud resource monitoring

	
	
	Automation Capabilities

	Application
	Run Time
	

	
	
	Operational visibility

	
	Configuration
	Application Management

	
	
	Service Availability on Visited Networks


Table 1: Management Functionalities

Note: 	There may be legal constraints restricting the distribution of specific applications to certain regions that would need to be considered in the agreement when Federation is being planned among multiple operators. The technical impact of such legal constraints on OP is for further study.
====================================================================
3.2.1 
Resource Synchronisation and Discovery	Comment by Eardley,PL,Philip,TUD1 R: ? (see comment above)	Comment by OPTARE-22: Baseline document	Comment by Karabulut, Murat: Average Latency for applications served from w/in an AZ / Region to end devices in that region, may prove to be an important criteria for selection. Or is that w/in the request by the originating OP to the partner being discovered and that the information listed below is already filtered for that?  If the latter, why not use similar filters based on application needs.	Comment by OPTARE-22: Agree with the importance of Latency but we only can expose the maximum latency offered in the region. 

Average latency is not a trusted value because latency gets worse as we move away from cloudlet.

Added "Maximum Latency"
Operators can include their edge cloud resources in the OPs set of available resources using the SBI.
The OPs shall exchange and maintain the types of resources offered to each other (E/WBI).
This exchange includes information about Availability Zones:
A Region identifier (e.g. geographical area)
Compute Resources Offered: e.g. a catalogue of resources offered (CPUs, Memory, Storage, Bandwidth in/out);	Comment by Karabulut, Murat: Bandwidth that canbe supported in/out of an AZ/Edge Cloudd may also be added, as it is listed as a mandatory requirement for NBI.	Comment by OPTARE-22: True. Added
Specialised Compute Offered: catalogue of add-on resources, e.g. Graphic Processing Units (GPU), Vision Processing Units (VPU), Neural Processing Units (NPU), Field Programmable Gate Arrays (FPGA).
Maximum Latency: guaranteed latency value
Available supports: only VMs, only containers, both.	Comment by Karabulut, Murat: Note that VM support is still a WIP.  Need to remove if it does not make it into the PRD.	Comment by OPTARE-22: We can include it leaving it open to future developments. In only containers will be supported, this information is not needed. 

What do you think?
Costs associated with the use of resources. This information can influence the zone selection.	Comment by Tom Van Pelt: Probably right, but price may depend on a number of factors (e.g. time of day, volume discount for some customers, etc.). So this may be a very complex structure.	Comment by OPTARE-22: Totally agree but we need to give information that helps to choose between equivalent available zones (final pricing is one of the most important information fields)
This information may change and can be updated via the E/WBI whenever the geographical area or the types of resources offered to an OP by a partner changes due to Operational or Administrative events (e.g. due to scheduled maintenance).
A subscription/notification mechanism will be supported over the E/WBI to achieve the above.
[bookmark: _Toc53664319]Application Management
This procedure corresponds to the forward of a northbound request from one operator to accommodate an Edge Application in another operator’s Cloudlets. Operators authorise the deployment based on available resources and federation agreement.	Comment by Eardley,PL,Philip,TUD1 R: This para can be deleted – covered by later text. 	Comment by OPTARE-22: present in the baseline proposal
In the Federated model, one OP can coordinate with partner OPs to assist application onboarding, deployment and monitoring in the partner OP Edge Clouds. The E/WBI interface must provide capabilities to support application onboarding, deployment and monitoring in partner OP Edge Clouds.
The Application Providers interact with one OP instance and provide their requests over the NBI along with the intended geographical regions that they want to target. The OP instance translates the NBI interactions to the E/WBI.
The Application Provider request contains mandatory information (required cpu, memory, storage, bandwidth…) defined in the application manifest, and other optional characteristics that the application may need (latency, prioritization, reservation, …)
There may be multiple models possible for how application orchestration is performed via the E/WBI.
On a federation relationship, the decision of which Edge Cloud(s) to deploy the applications is decided by the partner/target OP based on the Zone/Region preferences indicated by the Application Provider. In doing so, the Application Provider criteria are used by the partner OP as provided to it via the E/WBI.
The E/WBI, therefore, enables the partner OP to be informed about the Application Provider’s requirements - information which the home OP has learnt from the Application Provider, through the NBI.
The application provider’s criteria about zone/region are considered but, at the end, it is the Operator Platform that decides which edge cloud resources provide the better fit with the application requirements (QoS) and the costs of using those resources, considering both its own resources and those of the federation.	Comment by Tom Van Pelt: Suggested a few editorial updates	Comment by Mohamed Eldakroury: Should we add section about the OP (visitor/home) have access to APIs of visiting network to get location, serving RAN,…? 	Comment by OPTARE-22: OK	Comment by OPTARE-22: 5.1 Interfaces section
====================================================================
3.2.2 [bookmark: _Toc53664323]
3.2.3 
3.2.4 
Operational visibility.
The OPs shall have an operational view of each other, allowing Fault Management and Performance management within the limits of their agreements in the federation contracts.
A subscription/notification mechanism should be available to allow the above.
[bookmark: _Toc53664324]Edge Cloud resource consumptionmonitoring
The OP shall offer the capability to monitor the resources by:
Usage: compute, memory, storage, bandwidth ingress and egress
Events, alarms/faults, logs
Metrics performance
Usage data about resources being consumed by partner or by application are the default monitored parameters. However, specific events, alarms, logs and metrics should be defined by the application provider (those related with the applications) or by the federation contract between the operators (those related with the shared resources).
An OP monitors Edge Cloud resource consumption by the Edge Applications. These applications would also include applications from the partner OPs. The OP informs the resource consumption statistics of the partner OP applications to the partner OPs via the E/WBI.
The amount of resources shall be identified per Operator and Edge Application and may be reported per Availability Zone.
An OP would use this information as an input for billing, audit and settlement purposes.
Operational visibility.
The OPs shall have an operational view of each other, allowing Fault monitoring and Performance monitoring within the limits of their agreements in the federation contracts.
The information used for these fault and performance management is retrieved in the monitoring phase as was described in the previous chapter.
A subscription/notification mechanism should be available to allow the above due to the amount of information that will be exchanged
Automation Capabilities
The OP shall offer the automation of the common actions related with the resources lifecycle management in a federation approach. Therefore, the information assets should be harmonized.
There are a few key scenarios to consider to automate:
To start new application instances
To reconfigure resources and network for maintaining service SLAs
To support the execution of application policies
To have consistency at resource reservation	Comment by Eardley,PL,Philip,TUD1 R: Not sure what this means?	Comment by OPTARE-22: To have consistency at resource reservation, defining policies for automatic resource release and reservation. E.g: limitation at resources that can be reserved (all/percentage), priotity between app providers, etc

====================================================================
4 [bookmark: _Toc53664340]
Proposed Requirements on interfaces and functional elements
This section defines the requirements that the interfaces and functional elements that make up the architecture should comply with to cover the different use cases that an OP should provide. They should be fulfilled by solutions developed in SDOs and implementations provided by the open-source community.
[bookmark: _Toc53664341]Interfaces
[bookmark: _Toc53664342]Northbound Interface
===================================================================
4.1.1.1 
4.1.1.2 
Management Profile
The OP shall offer a uniform view of management profile(s) to Application Providers:
The OP shall enable application developers to request Edge Cloud in an Availability Zone (within the OP and federated OPs):
On a basis where the application developer reserves resources (on a relatively long-lasting basis) ahead of their usage.
On a basis where resources are allocated as the application instance needs them (“reservationless” or “dynamic”) and the application developer selects the degree of scaling it requires (for example, number of sessions).
On a basis where resources are isolated from those used by other application developers.
An application developer may provide the OP with information about its estimated workload, to help the OP optimise the deployment of Edge Application(s).
An OP shall offer a range of quality policies so that a developer can choose the performance that their application requires. These policies are defined based on objectively measured end-to-end parameters that include performance aspects of both the network and the Cloudlet, such as latency, jitter and packet loss (measured as average statistics). 
The NBI shall enable a request-response mechanism through which the developer can state a geographical point where a typical user could be, and be informed of the mean latency performance that is expected. 
The OP shall describe the capabilities of the Edge Cloud, for example, :
The geographical zones where it is provided
The type and “granularity” of edge cloud and network service (typically generic Compute, memory, storage and specialised compute (such as GPU and future types of resource). 
Note:	Optionally, an OP may present types of resource and their attributes as “flavours”. Flavours are intended to be a useful “shorthand” for Application Providers, but are optional and do not have to be used.
Note:	if a federation of OPs uses flavours, then they should agree on common definitions.
Note:	the NBI shall not reveal the exact geographical locations of individual Cloudlets, and shall not allow an application developer to request deployment of its application on a specific Cloudlet.
Note: The regional identification criteria should be standardized or, at least, should be agreed between involved partners so that they can understand each other when talking about a specific region.	Comment by Eardley,PL,Philip,TUD1 R: I don’t agree with this. The OP publishes its geographical zone /availability zones. Yes, application developers and other OPs will need to be able to understand where each zone is. But does this need standardisation or agreement. 	Comment by Tom Van Pelt: It'sindeed not standardisation. That would be pretty hard to cover at global level. Federation agreements and even operators in countries might have to align though to offer something consistent to developers. 	Comment by OPTARE-22: ok, what I'm trying to say is that the OP should expose what criteria is following when talks about zones or regions: countries, ducats, counties, provinces... Actors that need to interact with OP, should follow that approach.  

Where do we define this? federation agreements?
The OP shall offer a structured workflow for application deployment and instantiation: CRUD functions.
The OP shall allow a developer to specify that its Edge Applications are restricted to Cloudlets Edge Cloud in a particular geographical zone. This restriction would ensure compliance with the applicable data privacy laws. 	Comment by Tom Van Pelt: Not sure about this change: "Edge Cloud in a particular zone". Probably it's better to just say restricted to a particular geographical zone"	Comment by OPTARE-22: Baseline proposal content. But totally agree: "restricted to a particular geographical zone" seems right
The OP shall allow an Application Developer to specify whether or not it requires service availability on visited networks (that is, when a UE roams away from its home network operator).
The OP shall provide an Application Developer with telemetry information concerning the performance of the Edge Cloud service, including fault reporting.
The OP shall allow an Application Developer to request a particular granularity for the telemetry information that they receive. 
Note:	Possibly using a publish-subscribe approach.
Note:	Different operational profiles will require different granularity about the telemetry information (how fine-grained and how often).
The OP shall allow an Application Developer to require that outbound access to the internet is prohibited.
The OP shall offer Application Providers a registry where they store their application images and can update or delete them. The registry may be centralised or distributed, depending upon the Application Provider’s needs to reduce boot time and recovery.
The OP shall support Single Sign-on based on login credentials for an Application Provider.
The OP shall offer functionality that supports the application developer to manage its application instances. For example, to monitor operational performance, get diagnostic logs and help with debugging. 

===================================================================
[bookmark: _Toc53664347]Functional Elements
[bookmark: _Toc53664348]Capabilities Exposure Role
Detailed requirements on the Capabilities exposure role will be provided in a future version of this document.
[bookmark: _Toc53664349]Resource Manager Role
===================================================================
4.1.1.3 
4.1.1.4 
4.1.1.5 
4.1.1.6 
Operation and Management
The OP shall offer a centralised management plane for the operator to manage the infrastructure.
Create a Cloudlet at following levels
Edge sites within a region 
Edge sites across federated operator
Public Cloud Peering site
Capability to manage security groups and privacy policies at each Cloudlet
Ability to provide isolation between workloads at run time:
Capability to manage the compute footprint
Create, report, update, delete functions for compute, Memory, storage using the underlying IaaS stack
Capability to manage Availability Zones across the geographical sites within the operator’s domain 
Capabilities for the operator to monitor Cloudlet usage in terms of compute, memory, storage and bandwidth ingress and egress
Capability for the operator to monitor the above metrics per tenant.
Capabilities for automation, that entails a set of requirements:.	Comment by Eardley,PL,Philip,TUD1 R: Don’t understand these sub-bullets. I think this section is about an operator’s management of its own OP. (so for instance: why does it need a publish /subscribe interface?) 
	Comment by OPTARE-22: 5.2.2 sections are about Resource Manager Role and we need to remember that the operator resources can be used by its own OP or other OPs, so we need some actions that help the automation of these common actions
The need for atomic transactions supported by different approaches:
Two phase commit
Eventual consistency
The publication/subscription related with events for milestones, status changes, changes in the infrastructure, resources availability changes.
Resilience support: compensation, conciliation, timeouts definition
The release of reserved resources after the reservation expires (in case of reservation)
Capability to monitor Cloudlet event, alarms logs
Capability to monitor Cloudlet performance metrics 
Capability to offer operator interfaces to federated partner to monitor usage across Cloudlets
[bookmark: _Toc53664350]Federation Broker Role
Federation and Platform Interconnection
General
One of the Operator Platform’s primary purposes is offer to customers an extended operator footprint and capabilities through interconnecting with other operators’ resources and customers. This is achieved by the federation E/WBI interface; to interconnect entities of OP belonging to different operators, enterprises or others.	Comment by Eardley,PL,Philip,TUD1 R: The section is about “Federation Broker Role”. This text is about federation in general. So the introductory text may need some re-wording. 	Comment by OPTARE-22: Baseline proposal original content
The federated entities communication should support distributed tracing allowing an end to end tracking.	Comment by Eardley,PL,Philip,TUD1 R: Not sure what this means.	Comment by OPTARE-22: Distributed tracing is a method of observing requests as they propagate through distributed environments to help the E2E vision (e.g the use of associated IDs that are propagated and linked in every communitation). 

Of course, the information exposed will depend on the agreements
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