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1.1 
[bookmark: _Ref68258471]Scope
The intention for this document is to guide the entire industry ecosystem; operators, vendors, OEMs and service providers to define a common solution for network capabilities exposure. As a first phase, the document will provide an end-to-end definition of the Operator Platform for support in edge computing environments.
This document covers the following areas:
Operator Platform requirements
Focus on Edge Computing: The first phase will define edge computing exposure, integrating the network services to the Application Providers and enabling a simple and universal way of interacting towards edge computing platforms. 
Open to new services: The definition should allow the evolution of the platform to expose additional services going forward, such as IP Communications and networking slicing, among others.
Architecture and functional modules
Reference architecture for edge computing: Definition of modular architecture suitable for implementation at the network edge.
Reference interfaces: Definition of interconnection for the end-to-end service, between service providers to end users, network elements and federated platforms. As a first approach, this document will focus on Northbound, Operator Platform Federation and User to Network interfaces.
Mobility: Network and terminal integration should allow service continuity against end user mobility in home and visited networks.
Standardisation and Open Source communities
Gap evaluation in the standards: This document analyses gaps in the current standards and identifies which SDO should be addressed to request further definition of each part of the architecture and functionalities through detailed specifications, protocols and Application Programming Interfaces (API).
The Detailed specification of architecture and APIs will be defined by SDOs, using the baseline in this document.
The GSMA shall review progress to ensure that the end-to-end system is defined consistently across SDOs.
Open Source communities: The document identifies which existing Open Source organisation is the most suitable to host a community that can handle the development of the Operator platform.
Speed to market and resonance 
Fit with established ecosystems: The OP defines the Mobile Operator staging of a broader cloud ecosystem. To meet tight market timing and minimise heavy lifting, it has to fit into existing structures and staging, enabling Application Providers to spin their existing capabilities into the Mobile Edge space. Wherever possible, the OP will reuse existing and established structures and processes.
This e first version of this the document focusses on the use of the Operator Platform to provide services to devices attached to their home network. It does include high-level requirements that go beyond this scenario because they may influence future architecture choices, but further versions of this document are planned to cover, for example, the following areas in greater depth:
The detailed impact of Sservice access by devices that are attached to networks other than their home network (e.g. roaming, Wi-Fi, etc.) on the different interfaces and functions of the OP,
Access to edge resources in the visited network when no federation exists between that network's OP and the Home OP of a subscriber.
Seamless service continuity when users move to a different network
Access to OP services in a network different from the one to which the device is attached (e.g. those provided on another operator's network),	Comment by Tom Van Pelt: Unrelated. "Edge Node Sharing" should be covered now
Low latency interaction between OP applications in different networks,
Local interfaces on an end-user device,
Serverless models, 
Management plane, 
Resource reservation,
Device mobility,
Call flows.	Comment by Tom Van Pelt: Unrelated, call flows are covered now
Note:	The document is a proposal and is non-binding.
1.2 [bookmark: _Toc327447333][bookmark: _Toc327548001][bookmark: _Toc327548201][bookmark: _Toc54104619][bookmark: _Toc54267731]
Definitions
	Term 
	Description

	
	…

	Home OP
	The Operator Platform instance that belongs to the subscriber’s Operator, it is, whose PLMN identity (MCC and MNC) matches with the MCC and MNC of the subscriber’s IMSI, as defined in 3GPP TS 23.122.
Note: non-SIM devices are for further study

	Leading OP
	The Operator Platform instance that is connected to the Application Provider and receives the onboarding requests, sharing them to the selected federated platforms/operators.

	
	…

	Partner OP
	An Operator Platform that federates with another Operator Platform and through the EWBI offers its Edge Cloud capabilities to the other Operator Platforms.

	
	…

	Visited OP
	The Operator Platform instance that belongs to the Operator providing radio access to a roaming subscriber, it is, whose PLMN identity (MCC and MNC) matches with the MCC and MNC of a roaming subscriber’s current VPLMN.




2 
2.1 
Edge Enabling Requirements
[bookmark: _Toc54104630][bookmark: _Toc54267742]High-Level Requirements
The following requirements apply for the OP related to enabling access to the edge:
The OP shall allow the operator to expose compute and storage resources at the edge of the operator network on which services can be deployed for use by specialised and regular end user devices.
The OP architecture shall allow an OP application deployed at the edge of the operator network to interact with low latency with OP applications deployed at nearby operator network edges, including those of other operator networks in the same area.
[bookmark: _Toc54104631][bookmark: _Toc54267743]Resource management requirements
General principles
“Resource” refers to edge compute resources (processing and storage) and associated networking. 
As general principles:
The OP provides edge compute resources as a virtualised service to an Application Provider or another party in the OP ecosystem (for example, an aggregator or another operator).
This Application Provider or other party – and only this one - is responsible for the management of the Edge Applications on the virtualised resource that they have been provided. 
Note: 	Having exactly one entity managing a virtualised resource avoids the technical complexity of multiple controllers, which would require capabilities such as grants and reservations, as well as more complex commercial considerations.
Resource management
The OP manages edge compute resources (processing and storage) and associated networking:
An OP shall provide edge compute resources on a virtualised basis to another party in the OP ecosystem (for example, an Application Provider, an aggregator or another operator).
An OP or Application Provider is responsible for managing the virtualised resources with which it has been provided. For example, in the case of an Application Provider, this includes the allocation, de-allocation and potentially in-life management (such as scaling) of virtualised resource to a specific application client.
If one OP or Application Provider overloads the virtualised resource it has been allocated, this should not degrade the performance of others. 
An OP or Application Provider does not have visibility of the resources that another is allocated or is using.
All parties in the OP ecosystem use the same data model for the virtualised resources. 
It is optional for resource management to provide telemetry or other metrics from the edge node. 
[bookmark: _Toc54104632][bookmark: _Toc54267744]Cloud application development
The OP shall retain the generic benefits of cloud application development, hosting and staging native to public cloud deployments. This includes: 
Support for Continuous Development, through Code development pipelines similar to those provided in a public cloud.
Support for Continuous Integration, through staging in edge test sites.
[bookmark: _Toc54104633][bookmark: _Toc54267745]Edge deployment enhancements
The OP shall enhance the edge deployment of workloads and applications to make it easy to integrate workloads and applications coming from the public cloud. 
Note:	Details are part of the next version of this document.
[bookmark: _Toc54104634][bookmark: _Toc54267746]Data Protection Management
The OP shall offer Data Protection management. Specifically:
Data protection regulations differ between countries and regions (such as the EU). The Application Provider shall be able to restrict where the Edge Application is deployed (country, region) to meet Data Protection requirements.
The OP shall be able to serve the Data Protection needs of Application Providers and enterprises by protecting data beyond regulatory requirements. 
[bookmark: _Toc54104635][bookmark: _Toc54267747]Lifecycle management of Edge Applications
The process lifecycle management of Edge Applications should be based on the following suggested workflow for deployment: 
Create Tenant Space: a tenancy model which allows auto-scaling and deploying microservices as a set of containers or Virtual Machines (VMs). 
Create the application manifest, specifying the workload information, defining an application mobility strategy that includes QoE, geographical store and privacy policies;
Create the application backend instance, including autoscaling. 
Note:	The management plane and regional controllers to support the above workflow shall be part of the next version of this document.
Mobility Requirements	Comment by Tom Van Pelt: Made a specific subsection that allows also general mobility requirements to be added
Mobile subscribers accessing the edge resources can move to different locations within or outside their home operators footprint and they can do so while using the service. In all these cases, the subscribers may expect applications that depend on application functionality deployed on edge resources, to provide an experience similar to what they are used to in their regular environment. The following sections detail the requirements to enable that.
Roaming
The OP shall support subscribers accessing the service from outside their home operator's footprint (i.e. roaming subscribers). For those scenarios the following applies:
Roaming subscribers shall be able to access applications deployed on edge resources within the visited network.
Note:	This will require local breakout (LBO) of the subscriber's PDU/PDN connection to a UPF/PGW in the visited network.	Comment by Tom Van Pelt: Editor action: please add to abbreviation list
Access of roaming subscribers to edge resources in the visited network shall be subject to authorisation of the subscriber's Home OP and of the Visited OP.
An Application Provider shall be able to indicate whether their application is available to inbound roaming subscribers and if so, from which networks.
Note:	Availability of the applications a subscriber wishes to access is currently assumed to be covered by the federation between networks. Roaming on a non-federated operator's network is not in scope 
If an OP is not available in the visited network or the OP managing the resources in that network is not available to the subscriber (e.g. because the required federation or LBO roaming agreements are missing), the subscriber may be provided with access to edge resources managed by their Home OP.
An Application Provider shall be able to indicate whether their application can support access by subscribers connected to foreign networks given that such access may result in significant increases in latency.
Note:	Even if latency would increase in this case, it would be better still than access to resources accessed through the internet because also for those resources the roaming scenario would result in similar latency increases.
Note:	As indicated in section 1.2, a seamless handover from a home or visited network to another visited network is not in the scope of the current version of this document.
3 [bookmark: _Toc54104647][bookmark: _Toc54267759]
3.1 
3.2 
3.3 
3.3.1 
3.3.2 
3.3.3 
[bookmark: _Ref68257928]Service Availability on Visited Networks Management
When a User Client (UC) requires accessing the Edge Cloud service from a visited network, the federation model facilitates service availability for this UC. The service could should be (preferably) provided via local Edge Cloud resources of the Vvisited OP if local breakout is available for roaming UEs. 
Note:	It is highly recommended that when entering into a federation agreement, MNOs also agree to enable Local Breakout for the data connections towards the edge cloud resources.
Note:	when enabling local breakout, MNOs need to consider regulatory requirements on the home and visited network (e.g. lawful interception).
If local breakout is not possible, the UC may be served via the Hhome OP. For that reason, and considering the credential and authoritative ownership of the users to the home operator, the authentication and authorisation of the first register request shall always be driven to the home operator’s OP. 
Note:	Home Public Land Mobile Network (HPLMN) identifiers or pre-provisioned IDs can be used to form the home Service Resource Manager (SRM) URL. e.g. http://register.opg.mnc.mcc.pub.3gppnetwork.org.
During UC registration, to support the Edge service discovery procedure for the UC in the vVisited OP, the Hhome OP shall identify that the UC is in a visited network and provide the UC with the discovery URL of the Vvisited OP to redirect the UC registration. The hHome OP shall be aware of the discovery URL of the Vvisited OP either:
via E/WBI communication, or 
by deriving it, when the UC performs the home OP registration procedure, from the visited operator’s identity, i.e. the Mobile Network Code (MNC) and Mobile Country Code (MCC).
Note:	NEF/SCEF event and information retrieval may be used to identify the Visited Public Land Mobile Network (VPLMN) ID and the Vvisited OP URL where the user is connected.
To facilitate service availability in a visited OPnetwork, the E/WBI shall allow the visited OP to access the UC profile within the Hhome OP to provide the Visited OP with the necessary information to perform authentication and authorisation and grant the service access (e.g. a token). When the UC tries to access a service when on visited networks, the Vvisited OP authenticates authorises the UC using the authentication authorisation information received via the E/WBI from the hHome OP of the UC as part of the secured federation interconnection. 	Comment by Tom Van Pelt: Should this be a defined Term? Accurately, it would be the OP managing the edge resources in the visited network.	Comment by JORGE GARCIA HOSPITAL: What about directly visited network instead of visited OP?	Comment by JORGE GARCIA HOSPITAL: Just concern about the use cases of edge node sharing, where resources are not even managed by the visited OP….
This procedure is network-driven, which means that it shall only be triggered after a network change or a token expiration. Once a UC is registered on a vVisited OP, that platform shall remain responsible for providing applications to the UE until any network change, not per application request.	Comment by Tom Van Pelt: Not really discussed as part of the supergroup activity, but assume that this remains valid.	Comment by JORGE GARCIA HOSPITAL: Yep, avoiding user jumping once and again
[bookmark: _Toc54104652][bookmark: _Toc54267764]Common Data Model
The Common Data Model (CDM) introduces a set of standardised data schemas for describing characteristics of the elements of an OP system. The common data model presented here covers elements of an operator platform, including applications, OP roles, and edge clouds, as well as functional aspects, such as security.
The data model should define the information elements required to deploy and manage an OP system.
It should define a minimum set of mandatory information elements and should allow for reasonable default values for these elements to be inferred where they make sense.
The model should accommodate optional information elements following a common syntax, to allow OP systems to evolve. Examples of optional information elements are:
Infrastructure configuration deemed necessary by an application for proper operations, such as Non-Uniform Memory Access (NUMA) node affinity or core sequestration.
Optional QoS attributes that not all networks may support, e.g., Packet Error Loss Rate (from 3GPP 23.203).
Optional information attributes default to “not specified” if not expressed in a data object.
[image: ]	Comment by Tom Van Pelt: I don't have the source of the picture.
Action to Editor: obtain source and add Subscriber Availability and UE Home OP
Figure 1 : Common Data Model
[bookmark: _Toc54104653][bookmark: _Toc54267765][bookmark: _Ref66812936]Security
The security element of the data model provides information elements to allow trust domains, entities, credentials, and other information required to support secure processing among the roles of an OP platform. The following table should be interpreted as the information elements maintained by a role (e.g., OP, Application Provider) about other trusted domains.
	Data type
	Description
	Applicability

	Authorisation information
	Authorisation information of the Application Provider
	UNI/East/West/NBI

	Certificate 
	The certificate of the Application Provider
	UNI/East/West/NBI

	Encryption information
	To encrypt data transmission and data streams, or cryptographic credentials (e.g., TLS certificates) used for information exchange among trust domains
	UNI/East/West/NBI

	Authentication information
	Certified identities of other trusted domains
	UNI/East/West/NBI

	Access List
	For information elements that may be requested by an API between trust domains, the list of identities authorised to make a request
	UNI/East/West/NBI


Table 1 : Common Data Model – Security
[bookmark: _Toc54104654][bookmark: _Toc54267766][bookmark: _Ref64458145]Edge Application
The data model of the Edge Application contains the information about the application object required to instantiate it (the Edge Application manifest), and the information about the instantiated application required to manage it (the Edge Application profile). 
An application instantiation is created by an OP. More precisely, an edge cloud instantiates it in response to an OP's request. As such, it is in the OP’s trust domain. The input to this operation is an application manifest, and the output, besides an application instantiation, is an application profile.
An application manifest is created and should be owned by an Application Provider. An OP that instantiates an application from the application manifest should request the manifest from the Application Provider. This requirement implies that Partner OPs should be able to request the application manifest from the Leading OP for the Application Provider.
The application manifest shall contain mandatory data elements and may include optional data elements. A data element may be described by a separate sub-model below (e.g., the QoS specification for an application is a sub-model).
The application profile is a data object created and owned by an OP. It describes an application instantiation on an OP. It shall contain any data elements specified in the application manifest used to create it, together with the values used in its instantiation.
The following table describes the information elements in the Application Manifest data model. In addition to the elements listed, the model should allow the definition of additional attributes, at the Application Provider' or OP's discretion. A possible realisation of optional elements is key-value pairs, as is used in various data models.
	Data type
	Description
	Applicability
	Optionality

	Edge Application name
	Name of the Edge Application. The name is an artefact created by the Application Provider. The name is namespaced to the Application Provider. There is no default value; this must be supplied.
	East/West/NBI
	Mandatory

	Edge Application version
	The version of the Edge Application. The default value is 1.0.
	East/West/NBI
	Mandatory

	Executable Image
	A URI (or another similar name) of the executable image (or container) to be installed and executed by the OP.
	East/West/NBI
	Mandatory

	Resource Flavour
	The “name” or identifier of the Flavour that should be used to instantiate the application, as selected by the Application Provider. The default value is “Default Flavour”. “Flavour” is defined below.
	East/West/NBI
	Mandatory

	QoS Identifier
	A “name” or identifier of the QoS description for network traffic, as selected by the Application Provider. The default value is “Default QoS”, which is described below.
	East/West/NBI
	Optional

	State property
	Indicates whether the application has state (e.g., persistent file systems, database, and location-dependent associations with other elements that must be migrated in a coordinated manner when an application is relocated). The default value is “stateless”.
	East/West/NBI
	Optional

	Deploy model
	Indicates whether an application may be located freely by the OP, or whether the Application Provider specifies the edge cloud, on which it is to be deployed. The default value is “free”.
	East/West/NBI
	Optional

	Edge Application scheduling policy
	Indicates whether a backend application can be scaled up or down based on offered traffic. The default value is “not scalable”.
	East/West/NBI
	Optional

	Edge Application migration policy
	Indicates whether a backend application may be moved from its current operator network or current geographic region (i.e., without violating the General Data Protection Regulation (GDPR)).
	East/West/NBI
	Optional

	Subscriber Availability
	Indicates which subscribers the application is available to (e.g. only to subscribers on Home OP, only to inbound roaming subscribers from a certain operator or country, all subscribers, etc.). If not provided, no restrictions on availability should be assumed.
	East/West/NBI
	Optional


Table 2 : Information elements in the Application Manifest data model
The following table is the data module of the Edge Application profile
	Data type
	Description
	Applicability

	Edge Application ID
	The ID of the Edge Application running on the edge node
	East/West/NBI

	Edge Application IP address
	The IP address of the Edge Application running on the edge node
	East/West/NBI

	Edge Application status
	The status of the Edge Application running on the edge node
	 East/West/NBI


Table 3 : Edge Application profile
A Flavour is a description of a set of resource requirements used by an application instantiation. It should have a name that can be used to identify the description uniquely and that should be global across OPs in an OP system.
A resource description should be consistent with those appearing in Flavours available in public clouds. This means that a Flavour should specify CPU, memory, storage, I/O bandwidth, CPU architecture, special hardware (e.g., accelerators).
A Flavour definition ensures that, if an Application Provider selects a Flavour for a manifest, the application will run successfully if instantiated into a cluster containing at least the resources specified.
Flavours are not standardised (at this time) in this document. The Federation should undertake to produce and maintain a Flavour catalogue.
	Data type
	Description
	Applicability
	Optionality

	Computing resource requirements
	The computing resource requirements of the Edge Application
	East/West/NBI
	Optional

	Storage resource requirements
	The storage resource requirements of the Edge Application
	East/West/NBI
	Optional

	Network resource requirements
	The network resource requirements of the Edge Application
	East/West/NBI
	Optional

	Extension requirement
	The extension requirements of the Edge Application
	East/West/NBI
	Optional


Table 4 : Flavour profile parameters
A QoS description is a characterisation of traffic between an Application Client and an Edge Application and carried by a flow between the client and backend. A QoS description allows an Application Provider to describe the physical constraints in an edge network that should be met for the application to run successfully and provide a correct Quality of Experience (QoE) for the end user at the UE.
Various standards organisations have investigated QoS and have specified definitions of QoS classes. For example, research in the 5G community has led to a description of QoS traffic classes that are common (or are expected to be common) in 5G networks. The reader is directed to 3GPP 23.502, Table 5.7.4-1. In this table, the traffic classes are defined via a collection of metrics, including:
“resource type” (i.e., whether a flow is guaranteed the service requested, or only gets best effort);
Packet Delay Budget; 
Packet Error Rate;
Maximum Data Burst Volume.
These are aggregate statistics, collected over a time window, and the length of that window is specified by the operator. These statistics apply to the path from the UE to the User Plane Function (UPF).
For edge computing, QoS on this path is necessary, but not complete. It does not cover the segment from the UPF to the backend application. Including this path in a QoS latency budget is important because the details of scheduling an application on a host concerning core assignment or NUMA node assignment have a material effect on the latency and particularly the jitter experienced by an application.
Based on this discussion:
The QoS spec may contain, as optional attributes, latency, bandwidth, and jitter.	Comment by Tom Van Pelt: Assumed is that this covers availability to outbound roaming subscribers using home routing
The attributes shall be measured from UE to backend application, over a time window consistent with the duration of a gaming session.
Optional attributes shall be permitted, following the requirements of the data model as a whole.
Considerations of QoS from UE to UPF, and definition of QoS classes from UPF to backend application, are noted as requiring further investigation.
	Data type
	Description
	Applicability
	Optionality

	Bandwidth
	Bidirectional data rate between UE and Edge Application measured end-to-end with a “loopback” application
	East/West/NBI
	Optional

	Latency
	The round trip delay between UE and Edge Application measured end-to-end with a “loopback” application
	East/West/NBI
	Optional

	Jitter
	The variance of round-trip delay between UE and Edge Application measured end-to-end with a “loopback” application
	East/West/NBI
	Optional


Table 5 : QoS profile
[bookmark: _Toc54104655][bookmark: _Toc54267767]Cloudlet
The application functionality deployed on the Cloudlet, the Cloudlet data model provides various resources (including storage, GPU/NPU support, etc.) for applications. The common data model of Cloudlet involves Cloudlet ID, Cloudlet IP address and Cloudlet Profile.
	Data type
	Description
	Applicability

	Cloudlet ID
	The FQDN defining the Cloudlet of where the Edge Client shall connect. This ID shall be unique per OP domain.
	UNI/East/West

	Cloudlet IP address
	The IP address of the Cloudlet of where the Edge Client shall connect
	UNI/East/West

	Cloudlet Profile
	Gathers the Cloudlet information (e.g. ID, IP address) and characteristics (e.g. storage, GPU support, etc.)
	UNI/East/West


Table 6 : Common Data Model of Cloudlet
[bookmark: _Toc54104656][bookmark: _Toc54267768]Edge Client
The Edge Client represents an endpoint of the UNI and is a component of the User Equipment. Different implementations are possible, for example, OS component, separate application software component, software library, Software Development Kit (SDK) and so on. The data module of the edge application includes Edge Client ID, Edge Client IP address and Edge Client Profile.
	Data type
	Description
	Applicability

	Edge Client ID
	A unique value that defines the client ID accessing the OP
	UNI/East/West

	Edge Client IP address 
	The IP address of the Edge client
	UNI/East/West

	Edge Client Profile
	Reflects the profile of the edge client and the level of Authorisation to access the edge nodes.
	UNI/East/West


Table 7 : Common Data Model of Edge Client
[bookmark: _Toc54104657][bookmark: _Toc54267769]Resource
The resource can be provided by cloud and edge. The common data model of resource properties includes the type, capacity, location and state of the resource.
	Data type
	Description
	Applicability

	Resource name
	The name of the resource
	East/West/NBI

	Resource type 
	The type of resource
	East/West/NBI

	Capacity
	The capacity of the resource
	East/West/NBI

	Location
	The location of the resource
	East/West/NBI

	State
	The state of the resource
	East/West/NBI


Table 8 : Common data model of resource properties
[bookmark: _Toc54104658][bookmark: _Toc54267770]UE
UE is the User Equipment. The common data model of UE includes the UE ID, UE location. There is a need to preserve the UE ID in multiple scenarios such as roaming, authentication and charging.
	Data type
	Description
	Applicability

	UE ID
	The terminal ID. For mobile networks, the ID shall be based on International Mobile Subscriber Identity (IMSI) and Mobile Subscriber Integrated Services Digital Network Number (MSISDN) (in case of 3G-4G access) and General Public Subscription Identifier (GPSI) and Subscription Permanent Identifier (SUPI) in case of 5G access as defined by 3GPP. When presented out of the trusted domain (e.g. NBI exposure), the UE ID may take different format (e.g. a token) bound by the OP to ensure user privacy.
	UNI/NBI/East/West/South

	UE location
	UE location indicates where the UE is connected into the network. In a cellular network, the information can be based on Cell Identity or Tracking Area Identity as defined by 3GPP. When presented out of the trusted domain (e.g. NBI exposure), the UE location may take a different format (e.g. a token) bound by the OP to ensure user privacy. 
	UNI/NBI/East/West/

	UE Home OP
	The ID of the Home OP of the UE
	UNI/East/West/


Table 9 : Common data model of UE
[bookmark: _Toc54104659][bookmark: _Toc54267771]OP
The common data model of Operator Platform includes the OP ID.
	Data type
	Description
	Applicability

	OP ID
	The ID of the Operator Platform. This ID shall be unique per OP domain
	UNI/NBI/East/West/South


Table 10 : Common data model of Operator Platform
[bookmark: _Toc54104660][bookmark: _Toc54267772]NEF/SCEF
NEF (Network Exposure Function)/SCEF (Service Capability Exposure Function), as a 5G/4G network capability opening function, provides secure disclosure services and capabilities provided by 3GPP network interfaces.
	Data type
	Description
	Applicability

	NEF/SCEF ID
	The FQDN of the NEF/SCEF against which the OP shall connect. The ID shall be unique per OP domain
	South

	NEF/SCEF IP address
	The IP address of the SCEF or NEF against which the operator platform shall connect
	South


Table 11 : Common data model of NEF/SCEF
3.4 
3.4.1 
General Onboarding Workflow
Application Providers usually have information about their users and the resource requirements of their application. User information may include the number of users and the traffic they generate as a function of time and location, the QoS expectations of the users, and the compute and network resource requirements of the application to function correctly. This information will be referred to as workload information. Application Providers may estimate workload information a priori or use telemetry to collect workload information. Application Providers provide workload information to Orchestration Services to automate and optimise the deployment of Application Instances. Developers may analyse collected workload information to predict changes in users and traffic over time. The deployment of Edge Applications can be independent of network mobility or specific device attachment.
The NBI is the interface between the developers and an OP.
To allow a developer to “write once, deploy anywhere”, the NBI is a standard, universal interface. In other words, a developer does not need to rewrite its applications to work with another OP.
An OP may provide the edge cloud itself directly, or offer it indirectly (that is, using an edge cloud service provided by another party, such as another OP or operator).
The capabilities offered through the NBI depend on what is provided (directly or indirectly) by the underlying edge cloud. For example, the geographical regions where the edge cloud is provided, the “granularity” of the edge cloud and network service, the quality of service available, and the type of specialised compute.
An Application Provider will not have visibility of the exact geographical locations of the individual Cloudlets, and will not be able to request deployment of its application on a specific Cloudlet. Instead, the OP will offer to Application Providers edge cloud service in Availability Zones. The OP chooses the size of each “Availability Zone and which and how many Cloudlets to use to provide its edge cloud service in each Availability Zone”.
The NBI will provide a request-response mechanism through which the Application Provider can state a geographical point where a typical user could be, and be informed of the mean latency performance that is expected. As an option, an OP can publish a “heat map” showing expected mean latency performance at different locations; this is not part of the NBI, and the OP could post it on a webpage, for instance.
The NBI allows an Application Provider to reserve resources ahead of their usage or to get resources as their applications need them (“reservationless” or “auto-scaling”). An Application Provider can also request that its edge cloud resources are isolated from those used by other Application Providers. The NBI allows an Application Provider to delete their reservation. A reservation is intended to be relatively long-lasting (for example, not triggered by the activity of one Application Client).
These resources include CPU, memory and specialised compute (such as GPU). Since the types of resources are evolving, the NBI must be flexible enough to incorporate future kinds of resources, as they are defined. 
The NBI allows the OP to advertise the (relatively) static information about the types of resource that it offers (“flavours”) but does not allow the OP to indicate the dynamic information about current availability or usage of the resources. 
The NBI allows the OP to accept or reject the request, but not to negotiate. 
The NBI allows an Application Provider to download its application image to the OP. The NBI enables an Application Provider to delete its application image. 
The NBI allows an Application Provider to request that their application is instantiated. The NBI enables an Application Provider to request that instances of their application be Created, Read, Updated and Deleted (CRUD).
The NBI allows an Application Provider to specify that their Edge Applications are restricted to a particular geographical area, corresponding to data privacy (GDPR) restrictions. 
The NBI allows an Application Provider to specify whether it their edge application requires service availability on visited networks (that is, when a UE roams away from its home network operator) and on which visited networks the service should be available. 
The NBI allows an Application Provider to specify whether service availability should be provided to non-roaming subscribers (that is, to UEs in their home network).
The NBI allows the OP to report telemetry information about the performance of the edge cloud service to an Application Provider. Because different Application Providers will require (and different OPs will offer) different degrees of performance information (how fine-grained and how often), the NBI will provide a request-response mechanism to allow an Application Provider to request a particular granularity for the telemetry. Similarly, the NBI will provide an Application Provider with information about faults that (may) affect its edge cloud service.
Backend services deployment can be based on several different strategies to enable mobility of Edge Applications, including:
Static, whereby the Application Provider chooses the specific region or edge sites and the particular services for each location.
Dynamic, whereby the Application Provider submits criteria to an orchestration service and the orchestration service makes best-effort decisions about Edge Application placement on behalf of the Application Provider. One implementation of this would have Application Providers choose a region in which they yield control to a system operator’s or cloud operator’s orchestration system. This orchestration system would determine the optimum placement of an Application Instance based on the amount of requested edge compute resources, the number of users and any specialised resource policies. This model assumes the OP is aware of resource needs per Application Instance.
The process of Application Instance creation should be based on the following suggested workflow for deployment:
Resource reservation and isolation(optional), a tenancy model which allows auto-scaling and deploying microservices as a set of containers or Virtual Machines (VMs); 
Create the application manifest, specifying the workload information for the Edge Application to Orchestration Services;
Create the Application Instance, including autoscaling if required.
The other processes of lifecycle management of Edge Applications should follow a similar pattern.
For the service provider edge, there are two different views of resource management: orchestration and resource control:
Orchestration View: Operators and Application Providers interact to create a running Edge Application. The Application Provider specifies workload requirements, and the Operator uses them (with other information) to orchestrate an Edge Application. 
Resource Control View: The resource provider manages its Cloudlets in response to Orchestration actions. Resource management includes creating collections of resources as Flavours, which are specified by the Application Provider and used by the Orchestrator.
The deletion of Edge Applications should be as follows:
Stop the Application Instance;
Release the related resources including network, computing and storage;
Delete the application in the orchestrator and remove the reserved resource.
The NBI shall provide a set of functionalities for Application Providers, including access to Edge Cloud, and image management. Application lifecycle management and operations are also functionalities to be provided through this interface.
3.4.2 
3.4.3 
3.4.4 
3.4.5 
3.4.5.1 
3.4.5.2 
3.4.5.3 
3.4.5.4 
Service Availability in Visited Network Management Service
This service shall be used to support information exchange between the OPs to enable service availability for UCs in the visited network.
Information elements that need to be shared over E/WBI to support this scenario include:
Discovery Service URL for a partner OP.
Authentication Authorisation information for User Clients.
Note:	In this version of this document, it is assumed that the applications available to the roaming subscriber have been provided to the Visited OP as part of a federation including both OPs. This may be extended to roaming outside of a federation in future versions of this document.
This service shall include the following APIs over the E/WBI:
Setup Service Availability in Visited Network related parameters towards partner OPs;
Update Service Availability in Visited Network related parameters towards partner OPs;
Fetch Enable UC authentication and provide authorisation information for a visiting UC from the Hhome OP.
4 
Service flows
[bookmark: _Ref66789499]User Client (UC Registration) - Home Operator platform
This procedure describes the registration between the user client and the Operator Platform allowing the user client to be authenticated and authorized to access the service.
[image: ]
Figure 2 : User Client (UC Registration)- Home Operator platform
A user client (UC) module from a user equipment tries to register on its home OP. This request can be triggered by a cloudlet discovery from the application on the device. The register request is driven to the OP UNI of the operator hosting the user, whose URL is composed from the unique network operator identifiers, MCC & MNC. E.g. config.edge.mnc<MNC>.mcc<MCC>.3gppnetwork.org
From this registration request, the OP derives a request for profile and credentials to the operator’s Subscriber Profile Repository (SPR) endpoint, accessed through the SBI.
The OP validates the user access based on the information and credentials retrieved from the operator’s SPR endpoint, and the information and identities received from the UC in the registration request. 
The User Client receives the authentication validation, and is authorized to request OP services from that moment onwards (e.g. cloudlet discoveries).
Note: 	Other authentication/authorization methods like UC redirection to an external entity can be considered as well.
[bookmark: _Ref68279892]User Client (UC Registration) - Visited Operator platform
This procedure describes the registration between the User Client and an Operator Platform while accessing the service from a visited network. For such cellular roaming, two models exist as defined in section 3.3.4:
Home routing, for scenarios where edge services provided by the visited network cannot be supported. 	
The Home OP is the only OP involved in this case. Registration will be as defined in section 4.1.1. Figure 3 shows the relations between the networks in this case. This scenario comes with limitations on application availability due to increased latency (see section 4.1.5).
Local breakout, to access edge nodes available in the visited network. 	
In this case, the Home OP is involved for the subscriber’s authentication and authorisation with the Edge Discovery being handled by the Visited OP. While not a service flow because detailed interface impact hasn't been studied yet (see section 1.2), Figure 4 shows the relations between the networks in this case with the following clarifications:
Black path (long dashes). Device registers on OP-A. OP-A steer the user to OP-B since the user is attached to a LBO connection in Operator B.
Yellow path (short dashes). Device is redirected to OP-B, gets authorised there and can request access to edge services (see section 4.1.5), which would provided based on user’s location. 	Comment by Tom Van Pelt: Ideally that should be dotted-dashed to allow differentiation when printing in black and white and for colour blind readers. I don't have the source of the figures though.
Red path (dotted). Federation connection for enabling the application availability on Operator B, sharing user’s authorisation information
Blue line (continuous): User access to the edge on Operator-B, accessing through the UPF-PGW in Operator B.	Comment by Tom Van Pelt: Referred to the UPF deployed by MNO-A in the concept paper, but that's probably something that can be left to bilateral agreement
[image: ]
Figure 3 [bookmark: _Ref68258115]: Roaming access to OP and edge resource - home routing
[image: ]
Figure 4 [bookmark: _Ref68258433]: Roaming access to OP and edge resource – local breakout 
[bookmark: _Ref68793139]Edge discovery in home network
This procedure describes the edge discovery by a UC when the most suitable cloudlet is in the home network.
[bookmark: _Ref68279901]Edge discovery in edge sharing partner network
This procedure describes the edge discovery by a UC where the most suitable cloudlet is in an edge sharing Partner.
[image: ]
Figure 5 : Edge discovery in edge sharing partner network
A user client (UC) module from a user equipment request a discovery query for certain application. The UC previously registered with the OP as in the procedure described in section 4.1.1. 
Optional. Operator’s OP (Home OP) may trigger a discovery request for the applications available on the Partner's resources.
Note: 	The Partner OP may also publish those available applications independently of the User Client’s interactions.
The Home OP determines the most optimal application locations, based on local and federated resources from the Partner, and determines that the user is best served by an application instance of the Partner OP.
The Home OP requests the Partner OP for the application instance information, to allow the Home OP to provide connection data to the UC.
The UC is provided with the connection data of the application instance, and connects to it.
[bookmark: _Ref68258319]Edge discovery in visited partner network
This procedure describes the edge discovery from a UC when the most suitable cloudlet is in a visited partner network. The different cases from the Registration in the visited network (see section 4.1.2) are applicable for the Edge Discovery as well. When using home-routing, the discovery will be similar to the case described in section 4.1.3 with as only difference that some applications may not be available because their latency constraints cannot be satisfied in this home-routing case. For local breakout, the discovery will be handled by the Visited OP using the authorisation information provided by the subscriber's Home OP.
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