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X.1 Serverless 
[bookmark: _heading=h.23ckvvd]X.1 Description
The OP intends to provide developers with a consistent serverless application deployment environment independent of the network and OP platform in which they deploy their applications. The goal is to establish requirements for interoperability and federation between OPs for serverless containerised workloads.

[bookmark: _heading=h.wwgq179kw6j2]X.2 Architecture
[image: ]
Serverless main components:
· Policies
Ingesting and controlling policies set by the developer to establish scaling/migration thresholds. See section 1.4.4 Policies.
· Orchestrator 
Scaling in/out and migrating container workloads from 0 based on developer and OP policies. 
· Ingress / Load Balancer / Gateway
Ingress of connections. Working as a proxy and gateway that can forward the request to Point of presence and Orchestrator. Can be potentially extended to listen to a broader set of events and traffic.
· Point of Presence
MEC sites that are discoverable for the UE and host the serverless components. Ingress proxy and gateway running. Orchestrator can migrate workloads based on developer and OP policies to the appropriate point(s) of presence. 
A MEC site might be used to locate the serverless workload as their “homebase”. The orchestrator and policies are located there. The location of the “homebase” is solution dependent and might be defined by the developer or by the OP.

Note: It is assumed that the traffic from the UE is directed to the closest Point of Presence.
Note: It is assumed that there network connectivity between MEC sites.

[bookmark: _heading=h.hjv65yayukzt]X.3 Lifecycle

[image: ]
An example sequence of a serverless lifecycle. The sequence can be changed.
· Developer providing policies for workload.
· Connections reaching the closest point of presence (MEC).
· On the Point of presents, the MEC Ingress / LB acts as proxy forwarding request to Point of Presence.
· At first workload on Point of Presence starts to serve through target proxy to UE. Secondly, based on developer policies, the orchestrator determines the migration of workload to target MEC.
· Based on the policies, the workload might be migrated to target MEC. At a point, target proxy ingress serves workload from local target MEC.

			


[bookmark: _heading=h.b544bmz0blvj]X.4 Architectural Components & Considerations


X.4.1 Application Packaging
Serverless applications shall be packaged as containers according to the container definition in section 3.8. 
[bookmark: _heading=h.bdk79jobws35]X.4.2 Serverless event
For the OP shall support connection events to determine the concurrent sessions and the number of devices. 
[bookmark: _heading=h.p20i6ymjp8bh]X.4.3 Orchestrator 
The Orchestrator shall be capable of instantiating and scaling workloads/containers based on policies from Developers and OP. 
[bookmark: _heading=h.j5zftw63oxyf]X.4.4 Policies
Developers shall create policies for the orchestrator to define the scale-in/out and migration of serverless workloads. 
Developer policies supported for the MVP:
· Concurrent connections per instance. Informed through connections request on ingress/ LB. 
· Concurrent session trigger on MEC point of presence (as seen by Proxy). 
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