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1. 
1. 
0. 
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0. Functionality offered to 3rd party Application Providers
The OP and its architecture shall fulfil the following requirements related to the functionality offered to 3rd party Application Providers:
The OP architecture shall allow a 3rd party to use a single interface to manage OP applications deployed towards the subscribers of multiple operators subject to there being an agreement with the operators involved.
Note: 	such an agreement could result in the federation of OPs between involved operators.
The interfaces that an OP provides to 3rd parties for the development and deployment of OP applications shall allow for easy deployment of applications developed for public clouds.
The OP shall allow a 3rd party to reserve resources for future application deployments, ensuring the availability of the booked capacity.
The OP shall hide the complexity of the OP architecture, the involved operator networks and client access to those networks from 3rd party OP Application Providers.
There is a “separation of concerns” of the OP and Application Providers, meaning that the Application Providers and OP do not require knowledge of each other’s internal workings and implementation details, for instance:
the OP does not expose its internal topology and configuration, Cloudlets’ physical locations (see note), internal IP addressing, and real-time knowledge about detailed resource availability (Resources are provided as a virtualised service to an Application Provider); 
the OP does not know how the application works (for instance, it does not know about the application’s identifiers and credentials). 
Note: 	The OP provides information on the geographical region(s) where the edge cloud service is available. The Application Provider provides information sufficient for the OP to process the request and (if accepted) fulfil it. 
The OP architecture shall allow a 3rd party deploying an OP application to monitor the application’s usage across the networks on which it is deployed.
The OP architecture shall allow an OP application deployed within an operator network to interface securely with backend infrastructure of the application that is outside of the operator network.
The OP architecture shall allow a 3rd party application deployed in the OP to store data in a manner that is secure and compliant with applicable local regulations.
[bookmark: _Toc53664304]End of the change 1
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1. Edge Enabling Requirements
2. [bookmark: _Toc53664303]High-Level Requirements
The following requirements apply for the OP related to enabling access to the edge:
The OP shall allow the operator to expose compute and storage resources at the edge of the operator network on which services can be deployed for use by specialised and regular end user devices.
The OP architecture shall allow an OP application deployed at the edge of the operator network to interact with low latency with OP applications deployed at nearby operator network edges, including those of other operator networks in the same area.
2. Resource management requirements
1. General principles
“Resource” refers to edge compute resources (processing and storage) and associated networking. 
As general principles:
The OP provides edge compute resources as a virtualised service to an Application Provider or another party in the OP ecosystem (for example, an aggregator or another operator).
This Application Provider or other party – and only this one - is responsible for the management of the Edge Applications on the virtualised resource that they have been provided. 
Note: 	Having exactly one entity managing a virtualised resource avoids the technical complexity of multiple controllers, which would require capabilities such as grants and reservations, as well as more complex commercial considerations.
1. Resource management
The OP manages edge compute resources (processing and storage) and associated networking:
An OP shall provide edge compute resources on a virtualised basis to another party in the OP ecosystem (for example, an Application Provider, an aggregator or another operator).
An OP or Application Provider is responsible for managing the virtualised resources with which it has been provided. For example, in the case of an Application Provider, this includes the reservation, de-reservation, allocation, de-allocation and potentially in-life management (such as scaling) of virtualised resource to a specific Aapplication clientProvider.
If one OP or Application Provider overloads the virtualised resource it has been allocated, this should not degrade the performance of others. 
An OP or Application Provider does not have visibility of the resources that another is has allocated or is using.
All parties in the OP ecosystem use the same data model for the virtualised resources. 
It is optional for resource management to provide telemetry or other metrics from the edge node. 
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2.1 
2.2 
2.3 
2.3.1 
2.3.2 
Application and Resources Management
This procedure corresponds to the forward of a northbound request from one operator to accommodate an Edge Application or a resource booking in another operator’s Cloudlets. Operators authorise the deployment or reservation based on available resources and federation agreement.
In the Federated model, one OP can coordinate with partner OPs to assist application onboarding, deployment and monitoring in the partner OP Edge Clouds. The E/WBI interface must provide capabilities to support resource reservation and application onboarding, deployment and monitoring in partner OP Edge Clouds. 
The Application Providers interact with one OP instance and provide their requests over the NBI along with the intended geographical regions that they want to target. The OP instance translates the NBI interactions to the E/WBI.
There may be multiple models possible for how application orchestration is performed via the E/WBI.
On a federation relationship, the decision of which Edge Cloud(s) to deploy the applications or which cloudlet will support the resources availability based on reservation is decided by the partner/target OP based on the Zone/Region preferences indicated by the Application Provider. In doing so, the Application Provider criteria are used by the partner OP as provided to it via the E/WBI.
The E/WBI, therefore, enables the partner OP to be informed about the Application Provider’s requirements - information which the home OP has learnt from the Application Provider, through the NBI.
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2. 
5. Northbound Interface (NBI)
The Edge Cloud is similar to a traditional cloud offering, but with the advantage of better QoS, in particular lower latency in a geographical region or regions which correspond to areas nearby where an operator has deployed Cloudlets. The NBI allows an OP to advertise the above cloud capabilities that it can provide to Application Providers. The NBI allows an Application Provider to reserve a set or resources or to request an Edge Cloud service with the resources and features it requires, and for the OP to accept or reject the request (but not to negotiate).
0. General Onboarding Workflow
Application Providers usually have information about their users and the resource requirements of their application. User information may include the number of users and the traffic they generate as a function of time and location, the QoS expectations of the users, and the compute and network resource requirements of the application to function correctly. This information will be referred to as workload information. Application Providers may estimate workload information a priori or use telemetry to collect workload information. Application Providers provide workload information to Orchestration Services to automate and optimise the deployment of Application Instances. Developers may analyse collected workload information to predict changes in users and traffic over time. The deployment of Edge Applications can be independent of network mobility or specific device attachment.
The NBI is the interface between the developers and an OP.
To allow a developer to “write once, deploy anywhere”, the NBI is a standard, universal interface. In other words, a developer does not need to rewrite its applications to work with another OP.
An OP may provide the edge cloud itself directly, or offer it indirectly (that is, using an edge cloud service provided by another party, such as another OP or operator).
The capabilities offered through the NBI depend on what is provided (directly or indirectly) by the underlying edge cloud. For example, the geographical regions where the edge cloud is provided, the “granularity” of the edge cloud and network service, the quality of service available, and the type of specialised compute.
An Application Provider will not have visibility of the exact geographical locations of the individual Cloudlets, and will not be able to request deployment of its application on a specific Cloudlet. Instead, the OP will offer to Application Providers edge cloud service in Availability Zones. The OP chooses the size of each “Availability Zone and which and how many Cloudlets to use to provide its edge cloud service in each Availability Zone”.
The NBI will provide a request-response mechanism through which the Application Provider can state a geographical point where a typical user could be, and be informed of the mean latency performance that is expected. As an option, an OP can publish a “heat map” showing expected mean latency performance at different locations; this is not part of the NBI, and the OP could post it on a webpage, for instance.

The NBI allows an Application Provider to reserve resources ahead of their usage or to get resources as their applications need them (“reservationless” or “auto-scaling”). An Application Provider can also request that its edge cloud resources are isolated from those used by other Application Providers. The NBI allows an Application Provider to delete their reservation. A reservation is intended to be relatively long-lasting (for example, not triggered by the activity of one Application Client).	Comment by JORGE GARCIA HOSPITAL: Reservation for application usage, binded to application.
These resources include CPU, memory and specialised compute (such as GPU). Since the types of resources are evolving, the NBI must be flexible enough to incorporate future kinds of resources, as they are defined. 
The NBI allows the OP to advertise the (relatively) static information about the types of resource that it offers (“flavours”) but does not allow the OP to indicate the dynamic information about current availability or usage of the resources. 
The NBI allows the OP to accept or reject the request, but not to negotiate. 
The NBI allows an Application Provider to download its application image to the OP. The NBI enables an Application Provider to delete its application image. 
The NBI allows an Application Provider to request that their application is instantiated. The NBI enables an Application Provider to request that instances of their application be Created, Read, Updated and Deleted (CRUD).
The NBI allows an Application Provider to specify that their Edge Applications are restricted to a particular geographical area, corresponding to data privacy (GDPR) restrictions. 
The NBI allows an Application Provider to specify whether it requires service availability on visited networks (that is, when a UE roams away from its home network operator). 
The NBI allows the OP to report telemetry information about the performance of the edge cloud service to an Application Provider. Because different Application Providers will require (and different OPs will offer) different degrees of performance information (how fine-grained and how often), the NBI will provide a request-response mechanism to allow an Application Provider to request a particular granularity for the telemetry. Similarly, the NBI will provide an Application Provider with information about faults that (may) affect its edge cloud service.
Backend services deployment can be based on several different strategies to enable mobility of Edge Applications, including:
Static, whereby the Application Provider chooses the specific region or edge sites and the particular services for each location.
Dynamic, whereby the Application Provider submits criteria to an orchestration service and the orchestration service makes best-effort decisions about Edge Application placement on behalf of the Application Provider. One implementation of this would have Application Providers choose a region in which they yield control to a system operator’s or cloud operator’s orchestration system. This orchestration system would determine the optimum placement of an Application Instance based on the amount of requested edge compute resources, the number of users and any specialised resource policies. This model assumes the OP is aware of resource needs per Application Instance.
The process of Application Instance creation should be based on the following suggested workflow for deployment:
Resource reservation (or pre-reserved resources association to the new Application Instance) and isolation(optional), a tenancy model which allows auto-scaling and deploying microservices as a set of containers or Virtual Machines (VMs); 
Create the application manifest, specifying the workload information for the Edge Application to Orchestration Services;
Create the Application Instance, including autoscaling if required.
The other processes of lifecycle management of Edge Applications should follow a similar pattern.
For the service provider edge, there are two different views of resource management: orchestration and resource control:
Orchestration View: Operators and Application Providers interact to create a running Edge Application. The Application Provider specifies workload requirements, and the Operator uses them (with other information) to orchestrate an Edge Application. 
Resource Control View: The resource provider manages its Cloudlets in response to Orchestration actions. Resource management includes creating collections of resources as Flavours, which are specified by the Application Provider and used by the Orchestrator.
The deletion of Edge Applications should be as follows:
Stop the Application Instance;
Release the related resources including network, computing and storage;
Delete the application in the orchestrator and remove the reserved resource.
The NBI shall provide a set of functionalities for Application Providers, including access to Edge Cloud, and image management. Application lifecycle management and operations are also functionalities to be provided through this interface.
0. Resource Requirement Specification
The OP shall enable Application Providers to express the resource (e.g., compute, networking, storage, acceleration) requirements of an application running on a Cloudlet.
The Resource Requirements Specification (RRS) shall have the following attributes:
An application ported from a cloud to a Cloudlet will, in general, have an RRS. The mapping of a cloud RRS to a Cloudlet RRS shall be “natural”, meaning:
The attributes that may appear in a Cloudlet RRS should be a superset of those appearing in a cloud RRS. For example, if an attribute set {numcores, memory_size, disk_space, IO_bandwidth} is common across cloud service providers, a Cloudlet RRS should contain these attributes as well.
An “Edge Attribute” (EA) is an attribute that may appear in a Cloudlet RRS, and which describes requirements that an OP deems necessary to perform resource and allocation for an edge app, but which does not appear in cloud RRSs. Edge Attributes should, but need not, be specified in a Cloudlet RRS. Omitted EAs shall have reasonable default values assigned that are determined by the OP.
One of the RRS formats to be provided shall be that of “flavours”. A flavour is a vector of RRS attribute values that are statically defined and associated with an identifier for the flavour. Selecting a particular flavour identifier is equivalent to specifying the values of each of the attributes that appear in its definition.
There shall be no standardised, a priori, definition of flavours. Instead:
The flavours offered by a federation of OPs shall be agreed among the operators in the federation.
The flavour definitions shall be defined in OP documentation and available to all operators and all Application Providers using the federated platform.
All OPs in a federation should use the same flavour definitions.
The protocols and APIs provided by OP should provide consistent "fallback" behaviour for the case that Flavour catalogues between OPs are not consistent.
The protocols and APIs provided by an OP should provide consistent "fallback" behaviour for the case that the app provider requests a flavour that is not available.
A Cloudlet RRS should include attributes pertinent to operating an application in an edge location. These attributes may include:
Physical region
Network delay, jitter, and packet loss rate as measured by an accumulated average of these statistics for traffic originating at an edge zone and terminating in a Cloudlet.
Variance or confidence interval (e.g., 95% confidence) for network statistics.
A Cloudlet RRS shall provide means of specifying technology-related attributes, such as the use of accelerators.
A Cloudlet RRS shall provide a means of specifying additional scheduling EAs that relate to modern CPU technology. These attributes could support sequestering on virtual CPUs or taking into account NUMA nodes or high-performance network interface technology like Single Root I/O Virtualisation (SR/IOV).
0. Application Resource Catalogue
The NBI shall allow applications providers to access the resource catalogue.
The Resource catalogue shall consider local resources.
Resources footprint shall be abstracted to Availability Zones, preserving the network topology hiding as stated in sections 2.1.2 and 2.1.4.
An Application Provider shall be able to create custom request zones that can be reached by one or more catalogued availability zones, not only at coarse level but also on a private or limited footprint.
0. Application Manifest
An application manifest is created and should be owned by the Application Provider. An OP that instantiates an application from the application manifest should request the manifest from the Application Provider. This requirement implies that other OPs should be able to request the application manifest from the OP.
The application manifest shall contain mandatory data elements and may include optional data elements. A data element may be described by a separate sub-model below (e.g., the QoS specification for an application is a sub-model).
An application manifest describes various properties of the application, including but not limited to the following properties:
Executable Image
A URI (or another similar name) of the executable image (or container) to be installed and executed by the OP.
Resource Flavour
A Flavour is a description of a set of resource requirements used by an application instantiation. It should have a name that can be used to identify the description uniquely and that should be global across OPs in an OP system.
A resource description should be consistent with those appearing in Flavours available in public clouds. This means that a Flavour should specify CPU, memory, storage, I/O bandwidth, CPU architecture, special hardware (e.g., accelerators).
A Flavour definition ensures that, if an Application Provider selects a Flavour for a manifest, the application will run successfully if provided with at least the resource described in the Flavour.
Flavours are not standardised (at this time) in this document. The OPs in the federation should collectively undertake to produce and maintain a Flavour catalogue.
The resource flavour includes the following properties:
Computing Resource
Storage Resource
Network Resource
	Extension resource.
QoS Requirements (optional)
A QoS description is a characterisation of traffic between an Application Client and an Edge Application and carried by a flow between the client and backend. A QoS description allows an Application Provider to describe the physical constraints in an edge network that should be met for the application to run successfully and provide a correct Quality of Experience (QoE) for the end user at the UE.
The QoS requirements include the following properties:
Bandwidth, bidirectional data rate between UE and backend application, measured end-to-end with “loopback” application;
Latency, round trip delay between UE and backend application, measured end-to-end with “loopback” application;
Jitter, Variance of round-trip delay between UE and backend application, measured end-to-end with “loopback” application.
State Property (optional)
The NBI allows an Application Provider to specify their support for a stateful or stateless Edge Application, i.e. whether the Edge Application cannot or can be moved from one edge compute resource to another and this with or without prior notification. 
Deploy Model (optional)
The NBI allows an Application Provider to specify whether its Edge Application (s) are pre-deployed (based on the Application Provider’s requirements and OP deployment criteria); or whether an Edge Application is deployed, triggered by activity from Application Client(s).
Application Scheduler Policy
A scheduler policy is a scheduling strategy representing a mechanism, comprehensively considering factors such as the location of the edge site, the location distribution of the accessed UE, latency requirement, and application resource requirements, assigning application instances to one or more edge nodes.
The NBI shall support setting scheduler policy, based on the Application Provider’s criteria, when creating an application instance and the ability to switch to another scheduler policy when it is necessary.
Edge Application Migration Policy
Defines a policy when an Edge Application may be moved from its current operator network or current geographic region (i.e., without violating GDPR).
Other Restrictions (optional)
There are several further aspects that the Application Provider wants to signal about:
Data privacy (GDPR) restriction on the geographical area
Service availability on visited networks (roaming): two possibilities: required or not. And maybe: all visited networks; or selected visited networks
0. Application Instances Management
The Northbound interface shall support the management of application instances, including the following abilities:
Create application instances;
The input parameters of an application instance include:
URL for the image for the Application deployment <required>;
Deployment related constraints, e.g. zone, multiplicity, etc. <optional>.
Update application instances;
Query application instances;
Delete application instances.
0. Image Management
An Application Provider deploys the application by making the program software to an image, uploads the image to an image repository and uses the URL of the image for the deployment.
The Northbound Interface shall provide the image repository to manage the image of applications, includes the following abilities:
Upload images;
Update images;
Download images;
Query images;
Delete images.
0. Network Event Support
An Application Provider may require to be notified by network events or may request specific information about UE, network status or information.
The NBI shall expose network information towards Application Providers and application instances so that that network capacities can be used alongside the provided edge service.
The capacities, information or services to be provided may be among the following:
UE location information and events;
UE network connection events;
Application to UE connection status.
0. Resource Reservation
Independently of the applications he is deploying, an Application Provider may require reserving certain set of resources, so OP guarantees it’s availability on any situation. OP shall ensure that the Application Provider can deploy any application that meets the resources requirements in the selected zone. 
The OP shall enable Application Providers to express the resource (e.g., compute, networking, storage, acceleration) requirements that the Application Provider wants to be guaranteed.
The NBI shall allow an Application provider to request for a ser of resources to be booked, specified as Resource Requirements Specification (RRS), including the zone where the resources shall be located.
The NBI allows an Application Provider to reserve resources ahead of the application onboarding and unrelated to any specific application, only related to the Application Provider itself. The NBI allows an Application Provider to delete their reservation and to consume the reserved resources when onboarding a new application, creating the association between resources and application (resources allocation).   	Comment by JORGE GARCIA HOSPITAL: NO CHANGES ON SBI SINCE GENERIC RESOURCE MANAGEMENT IS ALREADY INCLUDED IN ITS SCOPE
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2.5.2 
Application and Resources Management 
Application Onboarding Management Service
An OP shall use the Application Onboarding Management Service over E/WBI to onboard applications towards another OP.
The onboarding service shall include the following:
Transfer of application images and Application Provider criteria towards a partner OP. The procedure may optionally also request the launch of application instance(s) in partner OP edge clouds as a follow-up action after onboarding.
Publishing of application information to support Edge Node Sharing scenario (as described in Section 3.5.4.3.2).
The Application Onboarding Management Service shall include APIs over E/WBI for the following:
Submission of applications (application images, application type, Application Provider criteria, target availability zones) towards a partner OP.
Removal of applications (application images and metadata) from a partner OP.
Update of application information towards a partner OP (e.g. application versions, Application Provider criteria, target availability zones).
Resources Reservation Management Service
An OP E/WBI shall use the Resources Reservation Management Service over E/WBI to onboard applications towards another OP.
The reservation service shall include the transfer of the Resource Requirements Specification of the Application Provider towards the partner OP. 
Note: FFS the usage of this service by operators to reserve respurces for their own purposes. E.g. ensuring SLA to certain Application Providers or roaming assurance.
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1. 
4. 
0. Northbound Interface
0. High-level requirements
All Operators and Operator Platforms shall offer the Edge Cloud service through the same NBI. 
The NBI shall offer the capabilities of the Edge Cloud to Application Providers, in particular: 
a low latency service (and perhaps other application QoS metrics) in a geographical region; 
Edge Cloud capabilities are offered whatever operator the UE is attached to.
In deployment, the NBI shall use profile-based access control to provide appropriate restrictions on the amount of functionality that the NBI offers to a particular system or person, according to the operational profile. Profile-based access control, for example, RBAC, Role-Based Access Control, restricts the degree of access depending on the person’s (or system’s) defined privilege and role.
Note:	Not all profiles will have access to all the functions listed below - for example, monitoring information would not necessarily be accessible during onboarding; and the detail of monitoring information may depend on the operational profile (for example first-line vs second-line support). 
Note: 	The text below is split into two broad types, but in practice, there is likely to be more granular profiles.
0. Onboarding and Deployment Profile
1. General
When an Application Provider accesses the OP portal or uses the OP's NBI APIs to deploy their application, the OP shall get in charge of:
receiving the request,
authorising/authenticating the Application Provider, and 
gathering all the necessary data to deploy (onboard and instantiate) the application in the most appropriate edge nodes meeting the Application Provider’s request. 
The deployment management thus shall allow to onboard and instantiate the application meeting different criteria, sourced by Application Providers as well as the operators owning the OP instance and the underlying resources.
1. Application Provider Criteria
The platform shall be able to support the following Application Provider requirements:
Footprint/coverage area selection;
Customer reach/ operator selection;
Infrastructure resources:
CPU;
Memory;
Storage;
Networking definition used by the application.
Specific requirements definition:
Use of GPUs.
Any other set of acelerators
Edge-Cloud requirements:
Latency;
Jitter;
Bandwidth;
The relevant geographical area for data privacy purposes.
Type of application instantiation:
Static: the application shall be deployed in several edges based on Application Provider's requirements and the operator's deployment criteria. The application shall be deployed upfront (independently of the UC's request).
Dynamic: when a UC request the use of an application, the application shall be deployed in the selected edge location (triggered by UNI request(s)).
Based on capacity: criteria to define if there will be an instance per user or one instance per specific number of users.
Policies that allow the Application Provider to manage circumstances where user conditions do not comply with the deployment criteria.
Support for telemetry information from the operator.
Policy control concerning support of stateful and stateless applications.
The Application Provider shall be able to indicate that:
Its Edge Application cannot be moved from one edge compute resource to another;
Its Edge Application can be moved from one edge compute resource to another, without any notification;
Its Edge Application can be moved from one edge compute resource to another, with prior notification.
Service availability in visited networks required/supported.
0. Management Profile
The OP shall offer a uniform view of management profile(s) to Application Providers:
The OP shall enable application developers to request Edge Cloud in an Availability Zone (within the OP and federated OPs):
On a basis where the application developer reserves resources (on a relatively long-lasting basis) ahead of their usage.
On a basis where resources are allocated as the application instance needs them (“reservationless” or “dynamic”) and the application developer selects the degree of scaling it requires (for example, number of sessions).
On a basis where resources are isolated from those used by other application developers.
An application developer may provide the OP with information about its estimated workload, to help the OP optimise the deployment of Edge Application(s).
An OP shall offer a range of quality policies so that a developer can choose the performance that their application requires. These policies are defined based on objectively measured end-to-end parameters that include performance aspects of both the network and the Cloudlet, such as latency, jitter and packet loss (measured as average statistics). 
The NBI shall enable a request-response mechanism through which the developer can state a geographical point where a typical user could be, and be informed of the mean latency performance that is expected. 
The OP shall describe the capabilities of the Edge Cloud, for example, :
The geographical zones where it is provided
The type and “granularity” of edge cloud and network service (typically generic Compute, memory, storage and specialised compute (such as GPU and future types of resource). 
Note:	Optionally, an OP may present types of resource and their attributes as “flavours”. Flavours are intended to be a useful “shorthand” for Application Providers, but are optional and do not have to be used.
Note:	if a federation of OPs uses flavours, then they should agree on common definitions.
Note:	the NBI shall not reveal the exact geographical locations of individual Cloudlets, and shall not allow an application developer to request deployment of its application on a specific Cloudlet.
The OP shall offer a structured workflow for application deployment and instantiation: CRUD functions.
The OP shall allow a developer to specify that its Edge Applications are restricted to Cloudlets in a particular geographical zone. This restriction would ensure compliance with the applicable data privacy laws. 
The OP shall allow an Application Developer to specify whether or not it requires service availability on visited networks (that is, when a UE roams away from its home network operator).
The OP shall provide an Application Developer with telemetry information concerning the performance of the Edge Cloud service, including fault reporting.
The OP shall allow an Application Developer to request a particular granularity for the telemetry information that they receive. 
Note:	Possibly using a publish-subscribe approach.
Note:	Different operational profiles will require different granularity about the telemetry information (how fine-grained and how often).
The OP shall allow an Application Developer to require that outbound access to the internet is prohibited.
The OP shall offer Application Providers a registry where they store their application images and can update or delete them. The registry may be centralised or distributed, depending upon the Application Provider’s needs to reduce boot time and recovery.
The OP shall support Single Sign-on based on login credentials for an Application Provider.
The OP shall offer functionality that supports the application developer to manage its application instances. For example, to monitor operational performance, get diagnostic logs and help with debugging. 



a. 
i. 
ii. 
0. Resource Reservation Profile
3. General
When an Application Provider accesses the OP portal or uses the OP's NBI APIs to reserve resources, the OP shall get in charge of:
receiving the request,
authorising/authenticating the Application Provider, and 
gathering all the necessary data to reserve the resources in the most appropriate cloudlet based on the Application Provider criteria.
The reservation management thus shall allow to reserve resources meeting different criteria, sourced by Application Providers as well as the operators owning the OP instance and the underlying resources.
3. Application Provider Criteria
The platform shall be able to support the following Application Provider requirements:
Footprint/coverage area selection;
Infrastructure resources:
CPU;
Memory;
Storage;
Networking resources.	Comment by JORGE GARCIA HOSPITAL: Is it possible?
Specific requirements definition:
Use of GPUs.
Any other set of HW acelerators

End of the change 5

Start of the change 6
4. [bookmark: _Toc54104676][bookmark: _Toc54267788]
4. 
2. 
2. Resource Manager Role
Network/Operator Criteria
When several edge nodes meet the Application Provider criteria, and to support operator policies, the platform shall be able to support the following operator requirements to select the edge where to deploy the application:
Edge weight matrix, for determining the importance of each requirement on the final selection decision.
Edge node load.
Network load.
Network usage forecast.
Edge usage forecast.
Application availability (already deployed/onboarded on edge node).
Reserved resources availability
UE mobility supported.
Network mobility supported (integration with data packet core).
Specific constraints/barring for users, application or edge nodes selection.
Specific considerations to abide by commercial agreements between involved parties.
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