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Hardware Performance
[bookmark: _Toc81490423][bookmark: _Toc15533126]Test purpose  
To verify that the DUT can meet the minimum requirements of TOPS and TOPS/w.
[bookmark: _Toc81490424]Referenced requirements
	Requirement for the modified VGG 16 network

	TS47_3.1_REQ_001
	An AI Mobile Device SHOULD have a minimum of (1) int8 TOPS.

	TS47_3.1_REQ_002
	An AI Mobile Device SHOULD have a minimum of (0.5) float16 TOPS.

	TS47_3.1_REQ_003
	An AI Mobile Device SHOULD have a minimum of (0.5) int8 TOPS/Watt.

	TS47_3.1_REQ_004
	An AI Mobile Device SHOULD have a minimum of (0.3) float16 TOPS/Watt.


[bookmark: _Toc81490425]Preconditions 
· Test Dataset
1000 images of size 224*224*3.

· Test Model preparation
1. Take VGG16_notop as the Reference Model.
2. Use the Model Conversion tool provided by the chipset vendor to convert the Reference Model to an int8 or/and a float16 model that can be run on the DUT, take this converted model as Model_t.
3. Validate Model_t can be used as the Test Model. The validation process is as follows.(TBD)
	Step
	Test procedure
	Expected result

	1
	Number the data in Test Dataset from 1 to 1000.
	Each test data is denoted as I(n), where n ∈ [1, 1000].

	2
	Run Reference Model with Test Dataset on a PC.
	The output dataset of PC is obtained. Each data inside is in tensor form, denoted as R(n) according to its input I(n).

	3
	Run Model_t with Test Dataset on DUT.
	The output dataset of DUT is obtained.  

	4
	Convert each DUT output data into a tensor, with the shape identical to the shape of R(n).
	The converted DUT output data is in tensor form, denoted as V(n) according to its input I(n) in step 3.

	5
	Calculate the difference between a given V(n) and each R(m), m ∈ [1, 1000].
	A difference value set of V(n) is obtained.

	6
	Repeat step 5 until each V(n) is calculated.
	A two-dimensional difference matrix is obtained, denoted as DiffMat. Each element DiffMat[n, m] represents the difference value between V(n) and R(m), where n, m ∈ [1, 1000]. 

	7
	Mark each DiffMat[n, n] as a True instance for F1-score calculation in step 10, n ∈ [1, 1000].
	The diagonal elements of DiffMat are marked as True instances.

	8
	Count the diagonal elements that are not the minimum of their own row. 
	The proportion of non-minimum diagonal elements in all DiffMat[n, n] is not greater than [1%]. 

	9
	Classify the DiffMat elements with small values as Positive instances, and the others as Negative instances.
	All elements in DiffMat are sorted.

	10
	Calculate the F1-score of the classification. Denote the result as Fc%. (The information and utility preserved in Model_t’s output are similar to those preserved in Reference Model’s output, under the confidence of Fc%.)
	If Fc% is not lower than [95%], Model_t can be validated as Test Model.



· Test Scripts preparation
Scripts to pre-process the test dataset, run the test model and measure TOPS.
· Test Dataset
1000 images of size 224*224*3.
Additional Details for Test Model Validation
Motivation
When applying the compressed AI model to the TOPS and TOPS/w test, several concerns may arise. Firstly, the test AI models cannot be unified across DUTs since most vendors have their own methods and tools for model compression, causing models to have different formats, parameters or even structures. Secondly, the hardware design of the DUTs varies, which may lead to different processing of hardware computation. 
Unfairness would thus be introduced, especially when there exist test models that are over-compressed for acceleration, or when a considerable amount of MAC operations is ignored during DUT processing. In these cases, the model would have significant information loss and its output could be too obscure for further use. 
The purpose of Test Model Validation is to avoid considering the above model as valid, so as to maintain the fairness as much as possible. 
Mechanism
The main idea of the validation process is to conduct a one-by-one examination on the test model output, making sure the information and utility can be retained to a certain extent after the compression and hardware processing. Comparison is made between the output of the test model running on DUT and the output of the original model (i.e., the uncompressed model) running on a trusted third-party device. 
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Figure D-1. A flowchart of Test Model Validation.
As described in Section 3, the input Test Dataset can be denoted as , where . Consider the PC model function  and the DUT model function , Reference Dataset can be denoted as  and VD Dataset as . 
Denoted the difference function as , the difference matrix  can be formed. The element at row  and column  is represented as
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Figure D-2. An illustration of  and its elements.
After  is achieved, the diagonal elements  are examined. Since  and  share the same input data, theoretically they will enjoy the highest similarity. Thus, an early stopping examination is performed first, checking whether each diagonal element is the minimum of its row. Ideally, it should satisfy 

But the compressed model may compress the information a lot while still preserve the class feature, directing ’s most similar  to another same-class data whose index , such as the case when  and both  and  belong to the same class. So an empirical threshold is set in the test. If the proportion of non-minimum diagonal elements to  passes this threshold, the test continues.
Then classification is implemented to sort out the elements with strong similarity. A threshold  is set to classify all the  elements. For ,

In the final step, the F1-score of the classification is calculated. Taking all the diagonal elements as  instances, the F1-score is achieved by

where the precision rate  and the recall rate  are computed as


Then it can be considered that under the confidence of , the information and utility preserved in the test model output are similar to the information and utility preserved in the original model’s output.
Test Setting
Specifically, Euclidean distance (i.e., l2) is recommended as the difference function, according to its better classification performance shown in Figure D-3. Structural similarity (SSIM) can be used as a difference function either.
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Figure D-3. The Precision-Recall curves of four candidate difference functions, where rmse denotes root mean square error and muInfo denotes mutual information. Euclidean distance and SSIM both have greater AUC (Area Under Curve) than the others.
Based on the Test Dataset in Section 3, the empirical threshold in early stopping examination is set as [1%], so that the proportion of non-minimum diagonal elements to  should not be greater than [1%].
For the classification threshold,  is determined by the Precision-Recall curve of a specific DUT output dataset.
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Figure D-4. The box plot of the  diagonal elements of different DUTs. The majorities are below  and all the classifications achieve F1-scores of more than 95%.

Confidential	Page 5 of 5
image2.png
Reference Model compressen Model_t Test Model
(FP32) (INT8 or FP16) (INT8 or FP16)
m $ TOP & TOP/w Test

[
. -
lo

s DUT

Model_t cannot be validated as Test Model.





image3.png
Vi

Va2

Vn

Ri Rz Ru
Giff(Vs, Re) | diff(Vs, Re) Gifi(V1, Rn)
Giff(Vz, Re) | diff(Vz, Re) Giff(V2, Rn)
Giff(Vi, Re) | diff(Vi, R) Giff(V, Rn)





image4.png




image5.png
Euclidean Distance

1600

1400

1200

1000

800

600

400

200

o

DUT-10of Vendor A DUT-20f Vendor A DUT-3of Vendor B DUT-4of Vendor B DUT-5 of Vendor B DUT-6 of Vendor B





image1.png
GSMA





