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[bookmark: _Toc54104640][bookmark: _Toc54267752][bookmark: _Toc75969840]NOTE: The headers in this document have been changed manually to match their respective sections in the PRD.	Comment by Oliver, Neal: As of 18:30 PST, I have responded to the comments currently available.

The biggest comment (in terms of the amount of text that might need to be written to address) is about 3.6.1. How much do we want to add?	Comment by Tom van Pelt: I hope that at 16:06 CET, I have now responded to all replies. 
Change 1

(from the “Definitions” table:
	Consistency
	Consistency means that the information elements that the Application Provider exchanges with an Edge Cloud do not change as a function of the Partner OP with which it is ultimately interacting. This implies that a function of the Capability Exposure Role is to provide a consistent information model.




Change 2
(for Abbreviations)
	CER
	Capability Exposure Role



3.2.2  Capabilities Exposure Role	Comment by Oliver, Neal: Suggestion that the bullet list be expanded in a different section to describe scenarios in detail, flows, etc.
The Capabilities Exposure Role in the OP enables an Application Provider to operate applications. Operating an application includes discovering the capabilities of the OP, both in functionality (e.g., how an application may be onboarded or instantiated) and in range of functionality (e.g., where may an application be run, and what QoS attributes are possible).
is responsible for exposing the capabilities of the OP towards the Application Providers via the NBI.
The Application Provider makes use of the Capabilities Exposure Role via the North Bound Interface (NBI). The Application Provider expects to use APIs implemented at the NBI to carry out required functions. 
Capabilities are provided in part by actions that the Capabilities Exposure Role carries out on behalf of the Application Provider, and data models for application manifests and resource catalogues. Data models may be used by multiple roles in an OP, and extend across multiple federated OPs.
The data models available via the NBI are a subset of the data models used elsewhere in the OP, but must be kept consistent with the other data models, both in structure and in interpretation of individual data elements in a data model.
The NBI is expected to enable the following non-inclusive list of scenarios:Typical scenarios enabled by the Capabilities Exposure role are:
Edge Cloud Infrastructure Endpoint Exposure: The Application Provider uses an authenticated and authorized endpoint to carry out scenarios involving application instances on edge clouds;;
Application Onboarding: The Application Provider uses the NBI to provide application images and metadata to the OP Federation Broker/Manager Role;;
Application Metadata/Manifest Submission: The Application Provider uses the NBI and the metadata model to submit application metadata to the OP, and follows defined procedures to extend the metadata model specification;;
Application CI/CD Management DevOps: The Application Provider integrates the CI/CD framework used to create an application with the OP via NBI APIs (which implies an integration between a CI/CD framework and Application Onboarding and Lifecycle Management);
Application Lifecycle Management: The Application Provider observes and changes the operational state of application instances, including the geographical/network extent of the OP on which application instances may run;
Application Resource Consumption Monitoring: The Application Provider observes resource consumption of application instances, using the resource data model;
Edge Cloud Resource Catalogue exposure: The Application Provider inventories edge cloud resources nominally available to application instances;.
The geographical footprint reachable via the OP (either via own resources or partner OP resources).
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3.3.3 [bookmark: _Toc54104646][bookmark: _Toc54267758][bookmark: _Toc75969846]Application and Resources Management
This procedure corresponds to the forwarding of a northbound request from one operator to accommodate an Edge Application or a resource booking in another operator's Cloudlets. Operators authorise the deployment or reservation based on available resources and federation agreement.
In the Federated model, one OP can coordinate with partner OPs to assist application onboarding, deployment and monitoring in the partner OP Edge Clouds. Therefore, the E/WBI interface must provide capabilities to support resource reservation and application onboarding, deployment and monitoring in partner OP Edge Clouds.Capabilities that overlap with NBI capabilities, such as for application onboarding, shall be maintained consistently with E/WBI capabilities..T
In scenarios in this category, an Application Provider interacts with an individual OP instance (the “Home OP”) via the NBI. The Capabilities Exposure role provides the Application Provider with a means of identifying and expressing geographic regions in which application instances should be run. The OP instance translates the request and related information into interactions over the E/WBI as required.The Application Providers interact with one OP instance and provide their requests over the NBI, indicating the intended geographical Regions that they want to target. The OP instance translates these NBI interactions to the E/WBI.
The Application Provider request contains mandatory information criteria (e.g., required CPU, memory, storage, bandwidth…) defined in an application manifest. The Application Provider may optionally provide criteria such as QoS requirements It may also include other optional characteristics indicating the application's needs (e.g., latency, prioritisation, reservation constraints, etc.).
There may be multiple models possible for performing application orchestration via the E/WBI. The Capability Exposure role should convey intent (from the Application Provider) and result (from the OP), but should not require knowledge on the part of the Application Provider of the model or algorithms used.	Comment by Oliver, Neal: I am not sure what is intended by this sentence – I recommend removing it.	Comment by Oliver, Neal: I added a sentence to this paragraph in R1.	Comment by Oliver, Neal [2]: (comment from R1: Rather than deleting, I added a sentence to put it into context.
On a federation relationshipFor federated OPs (here, “Home” and “Partner”), the Partner OP decides on which Edge Cloud(s) to deploy the applications, on and/or which Cloudlet provides the resources available for a reservation based on the Availability Zone / Region preferences indicated by the Application Provider. In doing so, the Application Provider criteria provided to the Lead OP are transferred via the E/WBI to the Partner OP, and used to deploy the application. used by the partner OP as provided to it via the E/WBI.
The E/WBI, therefore, enables the partner OP to be informed about the Application Provider's requirements - information which the home OP has learnt from the Application Provider through the NBI.
The application provider's criteria about Availability Zone / Region criteria are considered, but, in the end, it is the Operator PlatformLead and/or Partner OPs that decides which edge cloud resources provide the better fit with the application requirements (QoS) and the costs of using those resources.	Comment by Oliver, Neal: Unless charging and billing are intended here, I think this clause is confusing and should be removed. The OPs will obviously make their decisions based on cost, but this criteria is not “hard-wired” into the reaction to the NBI request. The Application Provider doesn’t participate in the cost minimization.	Comment by Oliver, Neal [2]: Comment from R1: Unless charging and billing are intended here, I think this clause is confusing and should be removed. The OPs will obviously make their decisions based on cost, but this criteria is not “hard-wired” into the reaction to the NBI request. The Application Provider doesn’t participate in the cost minimization.
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[bookmark: _Toc54104648][bookmark: _Toc54267760][bookmark: _Ref64457965][bookmark: _Toc75969848]3.3.5	Edge Node Sharing
Two operators may decide to share edge nodes to maximise their edge presence. Using the figure below as an example, the mobile network of both operators covers the whole country. However, Partner A deploys edge sites in the country's North Region and operator B in the South Region. In this case, Operator B might deploy an application on Partner A's edge node while providing connectivity to the end-user over their own radio network.	Comment by Oliver, Neal [2]: Comment from R1: edit to answer comment by Tom van Pelt.
The Capability Exposure role enables an Application Provider whose Lead OP is OP B perform lifecycle management for her application instances without regard to whether the resources are on OP B or OP A.	Comment by Tom van Pelt: Not sure about the Capability Exposure role's involvement here. Isn't Edge Node sharing just that the Service Resource Manager role has access to resources operated by another area to serve subscribers that are on their network in areas where the OP has no edge capabilities of their own? I would assume that to the application provider this appears as OP B resources while the SRM role in OP B would have to use the EWBI to manage those resources rather than the SBI-CR.	Comment by Oliver, Neal: The Service Resource Manager is the role that allows OPs to to provide access to each others' resources. The two OPs accomplish this via E/WBI communication. But the Application Provider has to be able to lifecycle-manage the application, and the flow starts with communication via the NBI.
Would you prefer if it read "The Capability Exposure role permits an Application Provider to reach the services of the Service Resource Manager for the purpose of performing lifecycle management on the application..."?	Comment by Oliver, Neal: Text edited, more or less as described, in R1.	Comment by Tom van Pelt: the suggested new text would indeed reflect what I commented, but that raises the question whether there's any need to discuss the capability exposure role here. That's what I tried to say, but it was a bit between the line. For the Application Provider it should be transparent whether their application instance serving the subscriber in an MNO's footprint is managed by that MNO's OP or shared from another OP's resource pool. (which may be a good requirement somewhere though.	Comment by Oliver, Neal [2]: change from R1	Comment by Oliver, Neal [2]: Typo fixed here
The Capability Exposure role enables an Application Provider whose Home OP is OP B to inventory resources available to her application instances, without regard to whether the resources are on OP B or on OP A, for resources on OP A that are shared with OP B and to the Application Provider.
[image: ]
[bookmark: _Ref51600770]: Edge Node Sharing
Figure 2 above shows an end-user who is a subscriber of Operator B's OP services and is currently connected to Operator B's network in the country's north. Edge node sharing enables this end-user to access the Edge Cloud service, even though Operator B does not have their own edge resources in this Region; the Operator B Edge Cloud service is hosted on Partner A's edge node. The connectivity between the two OPs is over the E/WBI interface.
The East/Westbound interface enables Operator B's OP to retrieve the application instance access information and provide it to the user. This approach allows performing service discovery and delivery in the same way as when the application was delivered from a Cloudlet in Operator B's own network.
A subscriber of Operator B accesses its home network/operator platform and asks for the required Edge-Enhanced or Edge-Native Application. When Operator B's OP identifies that the most suitable edge node is in Partner A, Operator B's OP requests the Edge Cloud service through the E/WBI to Partner A's OP. In this example, since the OPs have a long-running partnership, they have pre-established commercial agreements, security relationships and policy decisions (for instance, QoS-related). Thus (assuming enough edge resource is available), Partner A can reply with the application endpoint (e.g. FQDN) on the Cloudlet at which the subscriber can connect to the application.	Comment by Oliver, Neal [2]: In R1 this was changed to “Lead OP”. In comment from R1, Tom van Pelt suggested that “home network” is correct, as it is from the subscriber point of view, so the change is not necessary here.
Note that network resources remain managed by Operator B, the operator providing the actual mobile network connection to the user, and IP connectivity between Partner A's edge node and Operator B is managed to ensure end-to-end QoS delivery for the subscriber.  Responsibility for the management of the edge cloud resources depends on the agreement between the partners. Most likely, Operator B has a long-term allocation of resources in Partner A's cloudlets and manages them amongst its subscribers wanting access to the edge service. 
As a consequence of the Capabilities Exposure role, the information shared between Operator Platforms, and the information visible to the Application Provider via its Lead OP NBI, are subject to federation agreements between the operators.
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3.3.6 [bookmark: _Toc54104649][bookmark: _Toc54267761][bookmark: _Toc75969849]Configurations
An OP shall provide various configuration capabilities to establish and manage the Federation Interconnect.
Federation Configuration capabilities interact with the Capabilities Exposure role and the NBI. Cases of this interaction are detailed as appropriate in the following subclauses.
3.3.6.1 Partner OP Provisioning
An OP shall allow mechanisms to provision partner OP information used for Federation Interconnect establishment and management. This information would include, at a minimum, the following:
The Partner Name;
The Partner's geographical area (e.g. Country of operation, Regions, and Availability Zones);
The Partner’s description of shared resources;
The Partner identifiers;
The Partner's federation interconnect E/WBI endpoint;
The federation agreement validity duration.
	Comment by Tom van Pelt: This isn't necessarily true. A federation could be exposed at a different level of granularity on the NBI (e.g. the federation being between operator groups while exposing the networks at country level on the NBI or the other way around if that would make more sense to developers).	Comment by Oliver, Neal: Your comment is about the capability of referencing Availability Zones; they may be of different granularity in different OPs (or even between different Availability Zones in the same OP). If the nomenclature for location is too inconsistent, then the App Developer (or her software) is writing case statements branching on different OPs, which would not be portable.

 Other capabilities are about descriptions of resources, QoS, etc., and likewise if the  representation is too different, in the limit you are writing a different application for each OP.

Perhaps a definition of "representational consistency" for Capability Exposure is appropriate. Consistency is achieved if the App Developer (or her software) doesn't have to make different lifecycle decisions depending on which OP the application runs. The requirement would then be "the Capability Exposure role provides and enforces representational consistency."	Comment by Oliver, Neal: Rereading the text again, I actually have more problems with the subsection. The bullet list collapses any discussion of geography into "geographical area", which is functional for OP only in the context of laws requiring geofencing and sequestration, and not actually discussed in the section.

It doesn't even require that the models and granularity of Availability Zones be consistent across the E/WBI!

In R1 I did a rewrite to capture my above comments.	Comment by Tom van Pelt: Not having seen R1 yet, it's hard to comment on the proposed changes, but the replies don't really capture what I tried to highlight. That was that next to "availability zone", the NBI would also have to expose "operator" because an application provider may not necessarily want to deploy their application in all operators serving a particular geographical area, but maybe just in one.  I tried to highlight that that "operator" granularity might be different from the one brought by "Partner OP", e.g. the former could be "Telefonica Spain" while the latter might be "Telefonica Group" (if the group is operating a single OP for all their countries).
That said, I fully agree on the need to have availability zones and other concepts aligned between networks in a country and likely even in the whole federation (e.g. mixing city level zones with much higher level administrative regions such as states may make little sense). That's probably an offline alignment process between the partnering OP providers rather than something to be covered technically on EWBI and NBI.	Comment by Oliver, Neal [2]: This bullet list deletion is from R1	Comment by Oliver, Neal [2]: 

Between any two Partner OPs, the provisioning information will be mutually consistent. 
 
The Capability Exposure role of a Lead OP (of an Application Provider) is responsible for providing a consistent view of Regions, Availability Zones, and Resources as might be required by the Application Provider  to perform application lifecycle actions. 

3.3.6.2 Authentication and Authorisation
When an OP connects to a partner OP via the federation interconnect, it needs to authenticate itself to that partner OP. This authentication requires that authentication information (e.g. digital certificate or passphrase) is provisioned in the OP. This mechanism can be mutually agreed between the involved operators as a first step. A more generic solution based on a Certificate Authority could be considered going forward within the GSMA.
An OP may authorise a partner OP for a limited duration (based on a federation agreement) or specific Availability Zone(s) where they have Edge Cloud resources. This information would need to be provisioned during partner provisioning.
Authentication and authorization between partner OPs does not reach to an Application Provider via NBI. An Application Provider is expected to authenticate and authorize with its Lead OP, but not with any Partner OPs on which her applications run. The “chain of trust” required for an Application Provider to deploy an application on a Partner OP is composed of the authentication of the Application Provider on the Lead OP, and the authentication of the Lead OP to the Partner OP.
3.3.6.3 Resource sharing policies
An OP shall provide controls to the Operator to specify Availability Zones to be made available to a partner OP. These controls shall allow all or part of the resources of an Availability Zone to be shared. Availability Zone sharing is dependent on the Federation agreement that exists between the OPs.
The information elements and data model used to represent Availability Zones in the Partner OP shall be consistent with the NBI data model.
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[bookmark: _Toc54104651][bookmark: _Toc54267763][bookmark: _Ref70686919][bookmark: _Toc75969850]3.3.7	Edge Cloud resource monitoring
The OP shall offer to Aapplication pProviders and Ooperators the capability to monitor the resources (i.e., collect telemetry data) by the following categories:
Usage: compute, memory, storage, bandwidth ingress and egress
Events: Alerts raised by alarms/faults, logfile entry search, alarms/faults, logs
Metrics performancePerformance Metrics: hardware and software counters
Aggregate statistics: data sources from Usage and Metrics, aggregated and summarized via statistical methods (in order to reduce the network overhead of transmitting data). Data may be aggregated over time ranges, or over geographic ranges such as Availability Zones.
It is expected that Usage data is enabled by default.
It is expected that Event and Performance Metric data must be enabled by a consumer of those data sources. This may be done via a Partner OP (of its corresponding Partner OP) or by an Application Provider for application instances that it owns, or resources that the instances use.
The APIs by which resource monitoring data is managed, and the data models followed by the collected data, shall be consistent between the E/WBI and the NBI.
Usage data about resources consumed, per partner or by application, are the parameters that are monitored by default. However, specific events, alarms, logs and metrics should be defined by the application provider (those related to the applications) or the federation contract between the operators (those related to the shared resources).
An OP monitors Edge Cloud resource consumption by the Edge Applications, including applications from the partner OPs. In addition, an OP informs the partner OP of the resource consumption statistics of its applications via the E/WBI.
The resource usage shall be identified per Operator and Edge Application and may be reported per Availability Zone.
 he monitoring of any resources required for the functioning of the operator’s charging engine shall be enabled.	Comment by Tom van Pelt: This requirement is not clear: who shall make it possible to enable this and what would be the party responsible for that enablement?	Comment by Oliver, Neal: It was intended to mean: whatever information is used by the charging/billing system to do its work, that information is likely to be a telemetry collectable, and the telemetry system should collect it.	Comment by Tom van Pelt: Probably the requirement should be more clear e.g. the resource monitoring offered to the OP shall allow the collection of any data required to drive that OP's charging and billing system.	Comment by Oliver, Neal: In R1, I changed this paragraph to "The monitoring of any resources required for the functioning of the operator's charging engine shall be enabled."
Data collection shall be subject to the security requirements of Clause 3.4.1, and of Annex E.
An OP would use this information as an input for billing, audit and settlement purposes.

[bookmark: _Toc54104662][bookmark: _Toc54267774][bookmark: _Toc75969865]Change 67
3.5.1	Northbound Interface (NBI)
An Edge Cloud is similar to a traditional Cloud, but, in an Edge Cloud, the geographical location of Cloudlet resources provide additional capabilities and impose additional constraints, compared to a traditional Cloud.	Comment by Tom van Pelt: Likely Topic B will have to make this section more generic. If capabilities beyond edge are offered it's rather strange to start a section on the interface through which those are exposed with a discussion on how edge cloud differs from public cloud.	Comment by Oliver, Neal: The original version of this section was discussing Edge Cloud. I didn't take it on myself to change the focus of the section. The important new content, in my opinion, was to explain why the NBI is not just a reflected E/WBI.

Why are we extending the PRD that is about federated edge computing beyond edge? Doesn't it just make it "the internet"?	Comment by Tom van Pelt: I am fine with that for now. Was just trying to highlight that topic B might update the same section and that there might be a need for alignment. As for extending beyond edge, I don't think that it goes towards the internet, but just to capabilities that an MNO network might expose to application providers that are not edge resources. So it's really "capabilities other than edge".	Comment by Oliver, Neal: I think this means that Capability Exposure may in the limit expose anything that the operator has, not just capabilities of the Operator Platform.
New capabilities provided by an Edge Cloud include satisfying more demanding QoS requirements, notably for latency. Use cases such as autonomous driving, which may not be feasible in a traditional Cloud, can be supported in an Edge Cloud.  In order to accomplish this, application instances may be located in multiple Edge Clouds, whose locations are selected with regard to satisfying QoS requirements. The application context, the information relating a UE with an application instance, may migrate from one application instance to another.	Comment by Tom van Pelt: From a higher level perspective it may even be just that it doesn't make sense to transport and maintain data that is only of significance in the geographic area covered by the edge cloud to a central location and maintain it there even if technically such a use case could be feasible.	Comment by Oliver, Neal: Most times I write content like this, my list of benefits includes latency, throughput, reduction of network congestion, geo-fencing, etc. Do we want to list all of this here? 

If we want to expand this section into a tutorial, then there would be a subsection on latency, a subsection on geofencing, etc.

It can be done; is it necessary? The previous revision of the PRD shipped by just saying "An Edge Cloud is a Cloud with better QoS".	Comment by Tom van Pelt: Probably no need to be extensive here. It's a section on NBI in a technical PRD. It's up to TEC to advertise the benefits of edge. I just reacted to the comparison to the traditional cloud,	Comment by Oliver, Neal: For the time being (Friday 06:40 PST), I haven't made any changes in this passage in R1.	Comment by Oliver, Neal: ...at least in response to this comment...	Comment by Oliver, Neal [2]: Typo fix by Toshiyasu Wakayama.
New constraints imposed by an Edge Cloud include more complex application migration. This can arise because an Edge Cloud is deployed with a smaller physical footprint than a data center-based cloud. Where a cloud may respond to a change of workload or traffic by scaling an application instance within a cluster, an Edge Cloud may need to locate application instances in different cloudlets.	Comment by Tom van Pelt: This mixes migration of the application (not sure how much of a thing that is other than for maintenance purposes) with migration of the client session (data) to another application instance that may have been actively supporting other client sessions already or that may have been started to support the application sessions to be migrated.	Comment by Oliver, Neal: It does worse than that; it tries to explain app migration, app context (implicitly), and UE in too small a space. Similar to my response to Tom's previous comment: do we want to expand this section greatly in length, to more of a tutorial?	Comment by Tom van Pelt: a technical requirements PRD shouldn't evolve into a tutorial. So we shouldn't make it too extensive, but at the same time avoid confusion as well. It's an introductory section on NBI. Maybe we should leave out some of the details that may be a cause for confusion and cover them elsewhere if needed.	Comment by Oliver, Neal: I rewrote the preceding two paragraphs to try to answer this discussion (in R1)
The capabilities and constraints apply not only to the edge application, but to the Application Provider.  In the context of a CI/CD devops environment, the Application Provider and Developer may be the same person/team, and the distinction between an application scaling itself, and an Application Provider scaling it, may be blurred.	Comment by Tom van Pelt: Not sure what this means: how can constraints that apply to an application be applicable to an application provider which is a person or legal entity? The example in the next paragraph doesn't really clarify what is meant. Is it just that they need to take into account those constraints in their application design/architecture?	Comment by Oliver, Neal: It was (too) shorthand for "for some functionality the application has to be written to be more 'edge native'; the Application Provider (which in this content means both the entity that deploys the app, and the entity that develops the app) needs to know what to do as well."

Since we want to support CI/CD, it is not unreasonable to think that the Application Provider is also the Application Developer.
	Comment by Oliver, Neal: I made an attempt to answer this in R1.	Comment by Tom van Pelt: Should it then be something like "Due to the nature of the edge cloud, these restrictions cannot be hidden entirely from the Application Provider who will have to take them into account in their architecture/design"?
For example, an application that takes advantage of low latency may do so to enhance an end user experience (such as a game), or to support a mission critical use-case (such as autonomous driving). An Application Provider may want to enhance the application with latency statistics collection to tune its performance in a given environment, or to know when mission critical QoS constraints are broken in order to take remedial action.
An application whose operation involves scaling in order to handle variation in traffic, or migration in order to follow an end user geographically, may need to know the constraints of the Cloudlet in which the application is running.	Comment by Tom van Pelt: Is it the constraints which I read as something more static or a monitoring of the dynamic usage to know when more generic capacity limits are reached?	Comment by Oliver, Neal: Thinking about your question, as well as scale-up/down and migration experiments we do with Kubernetes, I think that an edge-native app that wants to scale or migrate in order to support changes in its workload or traffic needs to have some idea of the operating range in which her app may run. The Application Provider cannot be involved at a low level with scaling and migration, but if OP resource management doesn't treat the resources as one big Kubernetes cluster, then at some point  a different orchestration regime must be accommodated.	Comment by Oliver, Neal: For now, changed "Edge Cloud" --> "Cloudlet" in R1.
Both exploiting the capabilities and coping with the constraints adds a burden to the Application Provider. It is a goal of OP to reduce this burden as much as possible.
In OP, this is accomplished ensuring that the Capability Exposure role of the platform provides an appropriate subset of the capabilities exposed by the E/WBI. In order for federated OPs to work together, they must share significant amounts of information about cloud and network resources, availability zones, and configuration information, and must create secure links to protect themselves and each other from attacks. In order to satisfy the scenarios listed in Clause 3.2.2, the Application Provider needs some of this information. However, the Application Provider need not be a full participant in orchestration and migration decisions taken by the OP; this functionality is “filtered out” of the NBI.
The Edge Cloud is similar to a traditional cloud offering with the advantage of better QoS. Notably, the Edge Cloud provides lower latency in a geographical Region or Regions that correspond to areas nearby where an operator has deployed Cloudlets. The NBI allows an OP to advertise the above cloud capabilities that it can provide to Application Providers. In addition, the NBI allows an Application Provider to reserve a set of resources or request an Edge Cloud service with the resources and features that they require and for the OP to accept or reject the request (but not to negotiate).
3.5.1.1	General Onboarding Workflow
Application Providers usually have information about their users and the resource requirements of their application. User information may include the number of users and the traffic they generate as a function of time and location, the QoS expectations of the users, and the compute and network resource requirements of the application to function correctly. This information is referred to as a workload informationprofile. Application Providers may estimate workload information profile parameters a priori or construct workload profiles from collected telemetry data.use telemetry to collect workload information. Application Providers provide workload information profiles to Orchestration Services for use in automating the deployment of Application Instances.to automate and optimise the deployment of Application Instances. Application Developers Provider may analyse collected workload retrieve constructed workload profiles from the OPinformation to predict changes in users and traffic over timefor their own offline use, such as in operational analytics. 
The deployment of Edge Applications can be independent of network mobility or specific device attachment.
The NBI is the interface between the developers and an OP.
To allow a developer to “write once, deploy anywhere”, the NBI is a standard, universal interface. In other words, a developer does not need to rewrite its applications to work with another OP.
An OP may provide the edge cloud itself directly or offer it indirectly (that is, using an edge cloud service provided by another party, such as another OP or operator).
The capabilities offered through the NBI depend on what is provided (directly or indirectly) by the underlying edge cloud. For example, the geographical Regions where the edge cloud is provided, the “granularity” of the edge cloud and network service, the quality of service available, and the type of specialised compute.
An Application Provider shall not have visibility of the exact geographical locations of the individual Cloudlets and shall not be able to request deployment of its application on a specific Cloudlet. Instead, the OP shall offer to Application Providers the edge cloud service in Availability Zones. The OP chooses each Availability Zone's size and which and how many Cloudlets it would use to provide its edge cloud service in each Availability Zone.
The NBI shall provide a request-response mechanism through which the Application Provider can state a geographical point where a typical user would be and then be informed of the expected mean latency performance. As an option, an OP can publish a “heat map” showing expected mean latency performance at different locations; this is not part of the NBI, and the OP could post it on a webpage, for instance.
The NBI allows an Application Provider to reserve resources ahead of their usage or to get resources as their applications need them (“reservationless” or “auto-scaling”). An Application Provider can also request that its edge cloud resources are isolated from those used by other Application Providers. The NBI allows an Application Provider to delete their reservation. A reservation is intended to be relatively long-lasting (for example, not triggered by the activity of one Application Client).
These resources include CPU, memory and specialised compute (such as GPU). Since the types of resources are evolving, the NBI must be flexible enough to incorporate future resource types as they are defined. 
The NBI allows the OP to advertise the (relatively) static information about the types of resource that it offers (“flavours”) but does not allow the OP to indicate the dynamic information about the current availability or usage of the resources. 
The NBI allows the OP to accept or reject the request but not to negotiate. 
The NBI allows an Application Provider to upload its application image to the OP. In addition, the NBI enables an Application Provider to delete its application image. 
The NBI allows an Application Provider to request that their application is instantiated. The NBI enables an Application Provider to request that instances of their application are Created, Read, Updated and Deleted (CRUD).
The NBI allows an Application Provider to specify that their Edge Applications are restricted to a particular geographical area, corresponding to data privacy (GDPR) restrictions. 
The NBI allows an Application Provider to specify whether their edge application requires service availability on visited networks (that is, when a UE roams away from its home network operator) and on which visited networks the service should be available. 
The NBI allows an Application Provider to specify whether service availability should be provided to non-roaming subscribers (that is, to UEs in their home network).
The NBI allows the OP to report telemetry information about the performance of the edge cloud service to an Application Provider. Because different Application Providers require (and different OPs offer) different degrees of performance information (how fine-grained and how often), the NBI shall provide a request-response mechanism to allow an Application Provider to request a particular granularity of the telemetry. Similarly, the NBI shall provide an Application Provider with information about faults that (may) affect its edge cloud service.
Backend services deployment can be based on several different strategies to enable mobility of Edge Applications, including:
Static, whereby the Application Provider chooses the specific Region or Availability Zones and the particular services for each location.
Dynamic, whereby the Application Provider submits criteria to an orchestration service and the orchestration service makes best-effort decisions about Edge Application placement on behalf of the Application Provider. One implementation of this would have Application Providers choose a Region in which they yield control to a system operator’s or cloud operator’s orchestration system. This orchestration system would determine the optimum placement of an Application Instance based on the amount of requested edge compute resources, the number of users and any specialised resource policies. This model assumes the OP is aware of resource needs per Application Instance.
The process of Application Instance creation should be based on the following suggested workflow for deployment:
Resource reservation (or pre-reserved resources association to the new Application Instance) and isolation (optional), a tenancy model which allows auto-scaling and deploying microservices as a set of containers or Virtual Machines (VMs); 
Create the application manifest, specifying the workload information for the Edge Application to Orchestration Services;
Create the Application Instance, including auto-scaling if required.
The other processes of lifecycle management of Edge Applications should follow a similar pattern.
For the service provider edge, there are two different views of resource management: orchestration and resource control:
Orchestration View: Operators and Application Providers interact to create a running Edge Application. The Application Provider specifies application requirements, and the Operator uses them (with other information) to orchestrate an Edge Application. 
Resource Control View: The resource provider manages its Cloudlets in response to Orchestration actions. Resource management includes creating collections of resources as Flavours specified by the Application Provider and used by the Orchestrator.
The deletion of Edge Applications should be as follows:
Stop the Application Instance;
Release the related resources including network, computing and storage;
Delete the application in the orchestrator and remove the reserved resource.
The NBI shall provide a set of functionalities for Application Providers, including access to Edge Cloud and image management. In addition, application lifecycle management and operations are also functionalities to be provided through this interface.
3.5.1.2		Resource Requirement Specification
The OP shall enable Application Providers to express the resource (e.g., compute, networking, storage, acceleration) requirements of an application running on a Cloudlet.
The Resource Requirements Specification (RRS) shall have the following attributes:
An application ported from a cloud to a Cloudlet will, in general, have an RRS. The mapping of a cloud RRS to a Cloudlet RRS shall be “natural”, meaning:
The attributes that may appear in a Cloudlet RRS should be a superset of those appearing in a cloud RRS. For example, if an attribute set {numcores, memory_size, disk_space, IO_bandwidth} is common across cloud service providers, a Cloudlet RRS should contain these attributes as well.
An “Edge Attribute” (EA) is an attribute that may appear in a Cloudlet RRS and which describes requirements that an OP deems necessary to perform resource and allocation for an edge app but which does not appear in the cloud RRSs. Edge Attributes should, but need not, be specified in a Cloudlet RRS. Omitted EAs shall have reasonable default values assigned that are determined by the OP.
One of the RRS formats to be provided shall be that of “flavours”. A flavour is a vector of RRS attribute values that are statically defined and associated with an identifier for the flavour. Thus, selecting a particular flavour identifier is equivalent to specifying the values of each of the attributes that appear in its definition.
There shall be no standardised, a priori definition of flavours. Instead:
The flavours offered by a federation of OPs shall be agreed upon among the operators in the federation.
The flavour definitions shall be defined in the OP documentation and available to all operators and all Application Providers using the federated platform.
All OPs in a federation should use the same flavour definitions.
The protocols and APIs provided by an OP should provide consistent "fallback" behaviour when Flavour catalogues between OPs are not consistent.
The protocols and APIs provided by an OP should provide consistent "fallback" behaviour when the app provider requests a flavour that is not available.
A Cloudlet RRS should include attributes pertinent to operating an application in an edge location. These attributes may include:
Physical Region
Network delay, jitter, and packet loss rate as measured by an accumulated average of these statistics for traffic originating at an edge zone and terminating in a Cloudlet.
Variance or confidence interval (e.g., 95% confidence) for network statistics.
A Cloudlet RRS shall provide means of specifying technology-related attributes, such as the use of accelerators.
A Cloudlet RRS shall provide a means of specifying additional scheduling EAs that relate to modern CPU technology. For example, these attributes could support sequestering virtual CPUs or taking into account NUMA nodes or high-performance network interface technology like Single Root I/O Virtualisation (SR/IOV).
3.5.1.3 	Application Resource Catalogue
The NBI shall allow applications providers to access the resource catalogue.
The Resource catalogue shall consider local resources.
Resources footprint shall be abstracted to Availability Zones, preserving the network topology hiding as stated in sections 2.1.2 and 2.1.4.
An Application Provider shall be able to create custom request zones that can be reached by one or more catalogued availability zones, not only at a coarse level but also on a private or limited footprint.
3.5.1.4	Application Manifest
An application manifest is created and should be owned by the Application Provider. Therefore, an OP that instantiates an application from the application manifest should request the manifest from the Application Provider. This requirement implies that other OPs should be able to request the application manifest from the OP.
The application manifest shall contain mandatory data elements and may include optional data elements. A data element may be described by a separate sub-model below (e.g., the QoS specification for an application is a sub-model).
GSMA PRD NG.126 [9] provides, in its sections 2 and 4, a more detailed overview of data elements that can be covered for the Edge Application Profile.
An application manifest describes various properties of the application, including but not limited to the following properties:
Executable Image
A URI (or another similar name) identifying the executable image that should be deployed on a VM or as containers and be installed and executed by the OP.
Resource Flavour
A Flavour is a description of a set of resource requirements used by an application instantiation. It should have a name that identifies the description uniquely and globally across OPs in an OP system.
A resource description should be consistent with those appearing in Flavours available in public clouds. This requirement means that a Flavour should specify CPU, memory, storage, I/O bandwidth, CPU architecture, special hardware (e.g., accelerators), and, for VMs, the Hypervisor supported.
A Flavour definition ensures that if an Application Provider selects a Flavour for a manifest, the application should successfully run if provided with at least the resource described in the Flavour.
Flavours are not standardised (at this time) in this document. Therefore, the OPs in the federation should collectively undertake to produce and maintain a Flavour catalogue.
The resource flavour includes the following properties:
Computing Resource
Storage Resource
Network Resource
	Extension resource.
QoS Requirements (optional)
A QoS description characterises the traffic between an Application Client and an Edge Application carried by a flow between the client and backend. A QoS description allows an Application Provider to describe the physical constraints in an edge network that should be met for the application to run successfully and provide a correct Quality of Experience (QoE) for the end-user at the UE.
The QoS requirements include the following properties:
Bandwidth, bidirectional data rate between UE and backend application, measured end-to-end with “loopback” application;
Latency, the round trip delay between UE and backend application, measured end-to-end with “loopback” application;
Jitter, Variance of round-trip delay between UE and backend application, measured end-to-end with “loopback” application.
Application Session Migration Policy (optional)
The NBI allows an Application Provider to specify their support for a stateful or stateless Edge Application, i.e. whether the Edge Application can be moved from one edge compute resource to another and this with or without prior notification. In addition, the NBI allows an Application Provider to specify additional mobility-related policy requirements: 
Application mobility allowed/restricted
Application mobility prior notification required
Deploy Model (optional)
The NBI allows an Application Provider to specify whether its Edge Application (s) are pre-deployed (based on the Application Provider’s requirements and OP deployment criteria); or whether an Edge Application is deployed, triggered by activity from Application Client(s).
Application Scaling Policy
A scaling policy indicates whether an application can be scaled up or down based on observed traffic.
The NBI shall support setting the scaling policy, based on the Application Provider’s criteria, when creating an application instance and the ability to switch to another scaling policy when it is necessary.
Edge Application Mobility Policy
Defines a policy when an Edge Application may be moved from its current operator network or current geographic region (i.e., without violating GDPR).
Other Restrictions (optional)
There are several further aspects that the Application Provider wants to signal about:
Data privacy (GDPR) restriction on the geographical area
Service availability on visited networks (roaming): two possibilities: required or not. And maybe: all visited networks; or selected visited networks
3.5.1.5  Application Instances Management
The Northbound interface shall support the management of application instances, including the following abilities:
Create application instances;
The input parameters of an application instance include:
URL of the image for the Application that is to be deployed <required>;
Deployment related constraints, e.g. Availability Zone, multiple instances (for resilience), etc. <optional>.
Update application instances;
Query application instances;
Delete application instances.
3.5.1.6  Image Management
An Application Provider deploys the application by providing an image for containers (per section 3.6) or VMs (per section 3.7). They upload the image to an image repository and use its URL to deploy as containers or VMs.
The Northbound Interface shall provide the image repository to manage the image of applications, includes the following abilities:
Upload images;
Update images;
Download images;
Query images;
Delete images.
3.5.1.7 Network Event Support
An Application Provider may require to be notified about network events or may want to request specific information about UE, network status or information.
The NBI shall expose network information towards Application Providers and application instances so that network capacities can be used alongside the provided edge service.
The capacities, information or services to be provided may be among the following:
UE location information and events;
UE network connection events;
Application to UE connection status.
3.5.1.8 CI/CD functionalities 
An OP shall allow Application Providers to integrate the edge environment in their existing development pipelines.
The services exposed by the OP shall include in the API: 
Support cloud-native deployment systems, e.g. Helm.
Expose internal repository API to:
Update application version
Update application image
Update application deployment artefact
Support for multiple deployment strategies, for instance:
Basic deployment (all services and instances updated)
Rolling deployment (phased update of instances and services)
Blue-green deployment (staging-production update)
Canary deployment (only one small segment of final users updated)
Any other requested by the Application Provider.
Support for following and controlling the deployment process, allowing KPIs monitoring and rollback.
Support of additional services like GitOps, for facilitating application provider CI/CD integration. 
3.5.1.9  Cloud Infrastructure as a Service (optional)
The Northbound interface may support additional exposure of the cloud infrastructure managed by the OP so that Application Providers can access similar infrastructure services to those provided in a traditional public cloud. Then, the OP enables a distributed cloud service with the same features as a traditional cloud but with more granular deployments.
The OP may get in charge of securing the access and controlling the amount and type of resources that can be retrieved, based on their availability. Therefore, the specific features, infrastructure type, and APIs that should be used depend on the OP's SBI-CR and the available resources in each situation.
Note:	It is clear that all the enhanced features that the OP is providing to the edge service, such as mobility, federation or smart allocation, cannot be available on this kind of IaaS.
3.5.1.10 Resource Reservation
Independently of the applications that they are deploying, an Application Provider may require reserving a specific set of resources so that the OP guarantees its availability in any situation, even in resource congestion due to punctual application overuse. The OP shall ensure that the Application Provider can deploy any application within the limits of their reserved resources in a particular availability zone. 
The OP shall enable Application Providers to express the resource (e.g., compute, networking, storage, acceleration) requirements that the Application Provider wants to be guaranteed.
The NBI shall allow an Application provider to request a set of resources to be booked, specified as Resource Requirements Specification (RRS), including the availability zones where the resources shall be located.
The NBI allows an Application Provider to reserve resources ahead of the application onboarding and unrelated to any specific application, only related to the Application Provider themselves. The NBI allows an Application Provider to consume the reserved resources when onboarding a new application, creating the association between the resources and the application (resources allocation). The NBI allows an Application Provider to delete their reservation.
5.1.1.1  High-level requirements
All Operators and Operator Platforms shall offer the Edge Cloud service through the same NBI. 
The NBI shall offer the capabilities of the Edge Cloud to Application Providers, in particular: 
a low latency service (and perhaps other application QoS metrics) in a geographical Region; 
Edge Cloud capabilities are offered whatever operator the UE is attached to.
In deployment, the NBI shall use profile-based access control to provide appropriate restrictions on the amount of functionality that the NBI offers to a particular system or person, according to the operational profile. For example, profile-based access control such as RBAC, Role-Based Access Control, restricts the degree of access depending on the person’s (or system’s) defined privilege and role.
Note:	Not all profiles have access to all the functions listed below. For example, monitoring information would not necessarily be accessible during onboarding. In addition, the detail of monitoring information may depend on the operational profile (for example, first-line vs second-line support). 
Note: 	The text below is split into two broad types, but more granular profiles are likely in practice.

Change 78	Comment by Tom van Pelt: There don't seem to be any changes here?	Comment by Oliver, Neal: We identified this as a section to change, but I'm still thinking of what is needed.
5.1.1.2.1 General
When an Application Provider accesses the OP portal or uses the OP's NBI APIs to deploy their application, the OP shall be in charge of:
receiving the request,
authorising/authenticating the Application Provider, and 
gathering all the necessary data to deploy (onboard and instantiate) the application in the most appropriate edge nodes to meet the Application Provider’s request. 
Thus, the deployment management shall allow onboarding and instantiating the application while meeting different criteria provided by the Application Providers and the operators that own the OP instance and the underlying resources.
The OP's NBI shall support applications depending on Containers and VMs that comply with the format criteria specified in sections 3.6 and 3.7, respectively.
[bookmark: _Ref66812781]5.1.1.2.2 Application Provider Criteria
The platform shall be able to support the following Application Provider requirements:
Footprint/coverage area selection;
Customer reach/ operator selection;
Infrastructure resources:
CPU;
Memory;
Storage;
Hypervisor (for VM based applications);
Networking definition used by the application.
Specific and optional requirements definition, for example:
Use of GPUs;
Use of FPGAs;
Accelerator support: SRIOV, DPDK;
Any other set of accelerators;
Performance Optimisation Capabilities: NUMA, CPU Pinning, use of dedicated core, Affinity/non-affinity, etc.
GSMA PRD NG.126 [9] provides, in its sections 2 and 4, a more detailed overview of data elements that can be covered for the Edge Application Profile.
Edge-Cloud requirements:
Latency;
Jitter;
Bandwidth;
The relevant geographical area for data privacy purposes.
Type of application instantiation:
Static: the application shall be deployed in several edge sites based on Application Provider's requirements and the operator's deployment criteria. The application shall be deployed upfront (independently of the UC's request).
Dynamic: when a UC requests an application, the application shall be deployed in the selected edge location (triggered by UNI request(s)).
Based on capacity: criteria to define if there needs to be an instance per user or one instance per specific number of users.
Policies that allow the Application Provider to manage circumstances where user conditions do not comply with the deployment criteria.
Support for telemetry information from the operator.
[bookmark: _Ref66812828]Policy control concerning support of stateful and stateless applications.
The Application Provider shall be able to indicate that:
Its Edge Application cannot be moved from one edge compute resource to another;
Its Edge Application can be moved from one edge compute resource to another, without any notification;
Its Edge Application can be moved from one edge compute resource to another with prior notification.
Service availability in visited networks required/supported.
[bookmark: _Ref74571876][bookmark: _Toc54104671][bookmark: _Toc54267783][bookmark: _Ref66812762]5.1.3.1.3  Integration with Hyperscalers
When using a hyperscaler as a cloud infrastructure provider, the OP shall support the APIs that those providers currently expose.
The OP shall be able to access the same capabilities enabled to Application Providers through those interfaces. The OP shall do this in an IaaS/PaaS manner that provides the complete set of needed functionalities, limited to the offered amount of resources provided by the hyperscaler.

[bookmark: _Toc54104675][bookmark: _Toc54267787][bookmark: _Ref73460724][bookmark: _Toc75969902]Change 89
5.2.1 Capabilities Exposure Role
Detailed requirements on the Capabilities exposure role will be provided in a future version of this document. (Here, CER for brevity) serves as an intermediary between the Application Provider and the Lead OP, and transitively to those OPs federated with the Lead OP. To carry out this function, it shall satisfy requirements as listed below.
NOTE: In some cases, a requirement associated with the CER specifically applies to its endpoint to the Application Provider, i.e., the NBI. In those cases, the requirement will be specified for the NBI. 	Comment by Oliver, Neal [2]: Change to accept suggestion from Tom van Pelt from R1.
1 The CER shall present a data model to the Application Provider that is consistent with the Common Data Model of Figure 3.
2 The CER shall support an Application Manifest model consistent withthe Edge Application Data Model of Table 3.
3 The CER shall present a QoS Profile model to the Application Provider that is consistent with Table 6.
4 The CER shall present a Cloudlet data model to the Application Provider consistent with Table 7 for scenarios in which Cloud Resource information is collected and inventoried.
5 The CER shall present an Availability Zone data model to the Application Provider consistent with Table 10.
6 The CER shall present a set of Availability Zones to the Application Provider that is consistent with the Availability zones of the OPs that the Application Provider can reach, and which is internally consistent. This means that the Application Provider does not need to re-build or re-link applications because of inconsistencies in the specification of Availability Zones. DIfferences in Availability Zone representations that can be accommodated in an Application Manifest/Metadata or similar means is acceptable.
7 The CER shall present a data model as shown in Table 12, and which is consistent among Lead and Partner OPs.
8 The CER shall present an information model to the Application Developer that is conistent among the Lead OP and the Partner OPs that are federated with it.	Comment by Tom van Pelt: This doesn't read as a requirement on the Capability Exposure role (even if it's one of the few in this list that is actually written as a requirement, with most others implicitly assuming a "The Capability Exposure role shall" at the start of the bullet. Likely here it is "The Capability Exposure role shall ensure that the NBI information mode is consistent with the E/WBI one".	Comment by Oliver, Neal: As agreed in the Ad Hoc meeting, the NBI references should be recast to be about capability exposure, for which NBI is the endpoint.	Comment by Oliver, Neal: Requirements rewritten in R1.
9 The CER shall allow the Application Provider to present a workload profile with a common specification to the OP, and enable the common specification to apply to the Lead and federated Partner OPs. The common workload specification shall be consistent with the QoS information profile of Table 6.
10 The CER shall support Application Life Cycle scenarios should be supported consistent with Table 1.	Comment by Oliver, Neal [2]: Change from R1
11 The CER shall support a secure means of authentication and authorization, operating over the NBI.	Comment by Tom van Pelt: This seems a requirement on the NBI rather than on the Capability Exposure Role	Comment by Oliver, Neal: Same as earlier comment and reply.	Comment by Oliver, Neal: Requirements rewritten in R1.
12 The CER shall support a common model for telemetry data (i.e., data arising from resource monitoring), and a means of configuring telemetry data collection, as described in Clause 3.3.7.
13 	Comment by Oliver, Neal [2]: Deletion from R1, comment: I think that this may be a good requirement, but not for Capability Exposure.	Comment by Tom van Pelt: again an NBI requirement	Comment by Oliver, Neal: ibid	Comment by Oliver, Neal: Requirements rewritten in R1.
14 The telemetry system should be consistent with the SBI-CHF interface of Clause 3.5.2.3.	Comment by Tom van Pelt: This seems odd: charging is only distantly related to telemetry. So I am not sure what is meant here	Comment by Oliver, Neal: In the earlier comment about charging/billing, I explained my reasoning. If you agree with that reasoning, would you object with "The telemetry system shall collect any metrics that are required by charging/billing"?	Comment by Tom van Pelt: I am thinking of it somewhat differently, but there's indeed a relation which explains my reaction to the earlier comment. To elaborate, I am thinking of a situation involving an application deployed on multiple OPs and the telemetry system exposed through the application provider as a system involving all those OPs and their respective resource monitoring. The charging and billing system is similarly a system across OPs that each OP feeds with the telemetry data captured on the resource consumption in their own network. So there's the relation in the network where resources are consumed, but they're decoupled on the EWBI (and therefore on the NBI). Put differently, a Leading OP is not going to look into the telemetry data provided by another network to feed into its charging and billing system, but rather just to the resource consumption in its own network and to the charging and billing data received from other networks. I hope that that makes sense somehow.	Comment by Oliver, Neal: Requirements rewritten in R1.
15 The CER should support default values for all configurable parameters in manifests, profiles, and other data structures to allow for an “easy” default deployment of an application.	Comment by Tom van Pelt: seems an NBI requirement	Comment by Oliver, Neal: ibid	Comment by Oliver, Neal: Requirements rewritten in R1.
16 An Application Provider may request deployment of an application by specifying parameters in an Application Manifest. The Lead OP shall try to satisfy the manifest, potentially in a Partner OP, but need not guarantee that it will be satisfied. The response of the CER to the Application Provider, both for a successful or an unsuccessful request, shall be consistent.
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