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======= Start of Change No. 01 (Definitions) ========


[bookmark: _Toc327447333][bookmark: _Toc327548001][bookmark: _Toc327548201][bookmark: _Toc54104619][bookmark: _Toc54267731]1.4 Definitions
	Term 
	Description

	Application Client
	[bookmark: _Hlk41576674]The application functionality deployed on the User Equipment. It works with the User Client to use the Edge Cloud service provided by the Operator Platform

	Application Instance
	A single deployment of an Edge Application.

	Application Provider
	The provider of the application that accesses the OP to deploy its application on the Edge Cloud, thereby using the Edge Cloud Resources and Network Resources. An Application Provider may be part of a larger organisation, like an enterprise, customer of the OP, or be an independent entity.

	Availability Zone
	An OP Availability Zone is the equivalent of an Availability Zone on Public Cloud. An Availability Zone is the lowest level of abstraction exposed to a developer who wants to deploy an Application on Edge Cloud. Availability Zones exist within a Region. Availability Zones in the same Region have anti-affinity between them in terms of their underlying resources - this ensures that in general terms, when a developer is given a choice of Availability Zones in a Region, they are not coupled which ensures separation and resilience.

	Capability Exposure Role
	The OP role in charge of the relationship with the Application Providers. It unifies the use of multiple Edge Clouds, which may be operated by different Operators/OP Partners and accessed through different Operator Platforms. 

	Certificate Authority
	An entity that issues digital certificates.

	Cloudlet
	A point of presence for the Edge Cloud. It is the point where Edge Applications are deployed. A Cloudlet offers a set of resources at a particular location (either geographically or within a network) that would provide a similar set of network performance.

	Data collection interval
	A common interval for data reporting that should be negotiated to facilitate federation.

	Data Protection
	Legal control over access to and use of data stored in computers.

	East/Westbound Interface
	The interface between instances of the OP that extends an operator's reach beyond their footprint and subscriber base.

	Edge Application
	The application functionality deployed on the cloudlet

	Edge Cloud
	Cloud-like capabilities located at the network edge including, from the Application Provider's perspective, access to elastically allocated compute, data storage and network resources. 
Edge Clouds are targeted mainly at Edge-Enhanced Applications and Edge-Native Applications. 
In the context of this document, the Edge Cloud is managed by an Operator Platform's Service Resource Manager Role.
The phrase "located at the infrastructure edge" is not intended to define where an Operator deploys its Edge Cloud. The Edge Cloud is expected to be closer (for example, latency, geolocation, etc.) to the Application Clients than today's centralised data centres, but not on the User Equipment, and could be in the last mile network. (Note 1)

	Edge Cloud Resources
	In the context of this document, resources of the Edge Cloud Service that are managed by the Service Resource Manager Role.

	Edge-Enhanced Application

	An application capable of operating in a centralised data centre but which gains performance, typically in terms of latency, or functionality advantages when provided using an Edge Cloud. These applications may be adapted from existing applications that operate in a centralised data centre or may require no changes. (Note 1)

	Edge-Native Application

	An application that is impractical or undesirable to operate in a centralised data centre. This can be due to a range of factors from a requirement for low latency and the movement of large volumes of data, the local creation and consumption of data, regulatory constraints, and other factors. These applications are typically developed for, and operate on, an Edge Cloud. They may use the Edge Cloud to provide large-scale data ingest, data reduction, real-time decision support, or solve data sovereignty issues. (Note 1)

	Federation Broker Role
	The OP role in charge of easing the relationship between federated OPs. For example, it allows an OP to access many other OPs through a single point of contact and simplify its contractual relationships. 
The Federation Broker Role is optional since a federation can be performed directly between two Federation Managers (in a one-to-one relationship).

	Federation Manager Role
	The OP role that publishes and provides access to the resources and capabilities of another OP, including its Capability Exposure Role and Service Resource Manager Role.

	Flavour
	A set of characteristics for compute instances that define the sizing of the virtualised resources (compute, memory, and storage) required to run an application. Flavours can vary between operator networks.

	Home OP
	The Operator Platform instance belonging to the subscriber's Operator; that is, whose PLMN identity (MCC and MNC) matches with the MCC and MNC of the subscriber's IMSI, as defined in 3GPP TS 23.122.
Note: non-SIM devices are for further study

	Leading OP
	The Operator Platform instance connected to the Application Provider and receiving the onboarding requests, sharing them to the selected federated platforms/operators.

	Local Breakout
	Edge Cloud Services are provided to a roamed UE by the Visited OP, rather than by the Home OP

	Network Resource Location
	The Network Resource Location is how near to the edge or the centre of the network an application is instantiated and Cloud resources are consumed. Whilst typically, an OP deploys an application on a Cloudlet at the edge of the network, it may choose to deploy it, for example, at a Regional level or centrally (but within the OP). The OP decides on the Network Resource Locations.

	Network Resources
	In the context of this document, the network services and capabilities provided by the Operator that are managed by the Service Resource Manager Role.

	Northbound Interface
	The interface that exposes the Operator Platform to Application Providers

	Operator
	In the context of GSMA OP, an Operator is a network operator that deploys an Edge Cloud, provides connectivity to User Equipment and has an Operator Platform.

	Operator Platform
	An Operator Platform (OP) facilitates access to the Edge Cloud capability of an Operator or federation of Operators and Partners. It follows the architectural and technical principles defined in this document. 
NOTE: Future versions of this document may extend the capabilities of the Operator Platform. 

	Partner
	An entity or other party that offers and provides a service or resource, in the context of the Operator Platform's federation, to other partners. Each partner hosts an OP and offers the resources through its E/WBI federation. For example, a partner can be an Operator that provides network, subscribers and cloud services or a hyperscaler / cloud provider that offers cloud services only.

	Partner OP
	An Operator Platform that federates with another Operator Platform and through the E/WBI offers its Edge Cloud capabilities to the other Operator Platforms.

	Region
	An OP Region is equivalent to a Region on a public cloud. The higher construct in the hierarchy exposed to a developer who wishes to deploy an Application on the Edge Cloud and broadly represents a geography. A Region typically contains one or multiple Availability Zones. A Region exists within an Edge Cloud.

	Regional Controller
	The Regional Controller functions at the geographic Region level wherein it manages Cloudlets within that geography. The size of Cloudlets and the scope of geography managed by a Regional Controller is up to the operator to define.

	Service Resource Manager Role
	The OP role in charge of orchestrating Edge Cloud Resources and Network Resources for use by Application Providers and end-users. This role includes managing the application load over the Edge Cloud, the configuration of network capabilities, and the relationship with the User Client.

	Service Continuity
	The uninterrupted user experience of a service, including the cases where the IP address and/or anchoring point change

	Session Continuity
	The continuity of a PDU Session. For PDU Session of IPv4 or IPv6 or IPv4v6 type "session continuity" implies that the IP address is preserved for the lifetime of the PDU Session

	Southbound Interface
	Connects the OP with the specific operator infrastructure that delivers the network, cloud and charging services and capabilities.

	Tenant
	A Tenant is the commercial owner of the applications and the associated data. 
Note: It is for further study how to align this concept with the commercial track. 

	Tenant Space
	A Tenant Space is a subset of resources from a Cloudlet that are dedicated to a particular tenant. A Tenant Space has one or more VMs running native or containerised applications or cover a complete server.

	User Client
	Functionality that manages on the user's side the interaction with the OP. The User Client represents an endpoint of the UNI and is a component on the User Equipment. 
NOTE: Different implementations are possible, for example, OS component, separate application software component, software library, SDK toolkit and so on.

	User Equipment
	Any device used directly by an end-user to communicate. The term includes an IoT device (Internet of Things). User Clients and Application Clients are deployed on the User Equipment. 

	User-Network Interface
	Enables the User Client (UC) hosted in the user equipment to communicate with the OP.

	Visited OP
	The Operator Platform instance that belongs to the Operator providing access to a roaming subscriber; that is, whose PLMN identity (MCC and MNC) matches with the MCC and MNC of a roaming subscriber's current VPLMN.
Note: non-SIM devices and non-3GPP access are for further study


Note 1:	This definition is based on that in "Open glossary of edge computing", v2.0 [3].
======= End of Change No. 01 (Definitions) ========
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======= End of Change No. 02 (References) ========
======= Start of Change No. 03 (1.2 Scope) ========
1.2	Scope
This document intends to guide the entire industry ecosystem; operators, vendors, OEMs, and service providers to define a common solution for exposing network capabilities and edge compute resources. The document provides an end-to-end definition of the Operator Platform for support in edge computing environments. The scope of this document covers requirements and architecture specifications that would guide the industry ecosystem into creating a common solution for exposing network capabilities and edge compute resources. The document intends to span an end-to-end view of the Operator Platform in edge computing environments. The ecosystem includes operators, vendors, OEMs, and service providers.
This document covers the following areas:
•	Operator Platform requirements
o	Focus on Edge Computing: The PRD should define edge computing exposure and network services integration for the Application Providers, whether within enterprises or independent third parties, to enable a simple and universal way of interacting with edge computing platforms. 
o	Open to new services: The PRD definition should allow the platform's evolution to expose additional services in the future, such as IP Communications and networking slicing, among others.
•	Architecture, functions and roles
o	Reference architecture for enabling edge computing: Definition of modular architecture suitable for implementation at the network edge.
o	Reference interfaces: Definition of interconnection for the end-to-end service, between service providers to end-users, network elements and federated platforms. This document focuses on Northbound, Southbound, East/West (i.e. Operator Platform Federation), and User to Network interfaces as a first approach.
o	Mobility: Network and terminal integration should allow service continuity against end-user mobility in the home and visited networks.
•	Standardisation and Open Source communities
o	Gap evaluation in the standards: This document analyses gaps in current networking and edge computing standards and identifies SDOs that are appropriate to complete the OP architecture via detailed specifications, protocols and Application Programming Interfaces (API).
o	The Detailed specification of architecture and interface specifications will be defined by SDOs or Open Source communities, using the baseline in this document.
The GSMA shall review progress to ensure that the end-to-end system is defined consistently across these organisations.
•	Evolution from legacy
o	Fit with established ecosystems: The OP defines the Mobile Operator staging of a broader cloud ecosystem. To meet tight market timing and minimise heavy lifting, it must fit into existing structures and staging, enabling Application Providers to spin their existing capabilities into the Mobile Edge space. Therefore, wherever possible, the OP reuses existing and established structures and processes.
This version of the document focuses on the use of the Operator Platform to provide services to devices attached to their home network. However, it also includes high-level requirements beyond this scenario because they may influence future architecture choices.

Future versions of this document may cover, for example, the following areas in greater depth:
•	The detailed impact of service access by devices that are attached to networks other than their home network (e.g. roaming, Wi-Fi, etc.) on the various interfaces and functions of the OP,
•	Access to edge resources in the visited network when no federation exists between that network's OP and the Home OP of a subscriber,
•	Seamless service continuity when users move to a different network (see sections 2.2.7.3 and 5.2.2.3.6),
•	Low latency interaction between applications in different networks in a standardised manner (see section 3.3.10),
•	Exposure of operator network capabilities beyond edge resources (e.g. Network as a Service features offering improved QoS on network access),
•	The handling of non-SIM devices,
•	Inclusion of further capabilities to allow providing a complete Platform as a Service offering,
•	The management in a federation of legal constraints that restrict an application's distribution to specific regions (see section 3.3),
•	Detailed requirements on the Capability Exposure Role (see section 5.2.1),
•	Detailed requirements on the User Client (see sections 3.5.5.2 and 5.2.4),
•	A more detailed alignment with NG.126 [9] on the information elements that can be used on the different interfaces and in the OP's data model for the Edge Application and the Resource/Node,
•	Data Sharing capability, i.e. Data is 'open' for use by multiple application providers (see section B.8),
•	The sharing of an Application Server between different operators (see section B.8).
•	Application service and session continuity scenario involving mobility from one operator network to other operator’s network and between 3GPP access to non-3GPP access.
•	The edge interconnection network and interface with OP which can be used by OP for edge applications relocations and application state synchronization across the cloudlets 
•	The QoS management and mapping when UE moves between 5G and 4G, between 5G and non-3GPP networks 
•	The 5G SSC mode interworking when UE moves between 5G and 4G and between 5G and non-3GPP networks 
•	Capabilities for OP to enable application provider to select service and session continuity mode per application
•	UE IP address change event detection and changed IP address determination by UC applications due to SSC mode procedures in mobile network

======= End of Change No. 03 (1.2 Scope) ========


=== Start of Change No. 04 (3 Common Data Model )========
3.4	Common Data Model
The Common Data Model (CDM) introduces standardised data schemas for describing characteristics of the elements of an OP system. The data model presented here covers elements of an operator platform, including applications, OP roles, and edge clouds, as well as functional aspects, such as security.
The data model defines the information elements required to deploy and manage an OP system.
The data model defines a minimum set of mandatory information elements and allows reasonable default values for these elements where they make sense.
The data model accommodates optional information elements following a common syntax to allow OP systems to evolve. Examples of optional information elements are:
•	Infrastructure configuration deemed necessary by an application for proper operations, such as Non-Uniform Memory Access (NUMA) node affinity or core sequestration.
•	Optional QoS attributes that not all networks may support, e.g., Packet Error Loss Rate (from 3GPP 23.203).
GSMA PRD NG.126 [9] provides, in its sections 2 and 4, a more detailed overview of information elements that can be covered for the Edge Application and the Resource/Node.
Optional information attributes default to "not specified" if not expressed in a data object.
 [image: ]
Figure 3: Common Data Model

[bookmark: _Toc54104653][bookmark: _Toc54267765][bookmark: _Ref66812936]3.4.1 Security
The security element of the data model provides information elements to allow trust domains, entities, credentials, and other information required to support secure processing among the roles of an OP platform. Therefore, the following table shows the information elements maintained by a role (e.g., OP, Application Provider) about other trusted domains.
	Data type
	Description
	Interface Applicability

	Authorisation information
	Authorisation information of the Application Provider
	UNI/East/West/North

	Certificate 
	The certificate of the Application Provider
	UNI/East/West/North

	Encryption information
	To encrypt data transmission and data streams, or cryptographic credentials (e.g., TLS certificates) used for information exchange among trust domains
	UNI/East/West/North

	Authentication information
	Certified identities of other trusted domains
	UNI/East/West/North

	Access List
	For information elements that an API may request between trust domains, the list of identities authorised to make a request
	UNI/East/West/North


: Common Data Model – Security

[bookmark: _Toc54104654][bookmark: _Toc54267766][bookmark: _Ref64458145]3.4.2 Edge Application
The data model of the Edge Application contains the information about the application to be instantiated (the Edge Application manifest) and the information about the instantiated application required to manage it (the Edge Application profile). 
An OP instantiates an application. More precisely, an edge cloud instantiates it in response to an OP's request. As such, it is in the OP's trust domain. The input to this operation is an application manifest, and the output, besides an application instantiation, is an application profile.
An application manifest is created and should be owned by an Application Provider. Therefore, an OP that instantiates an application from the application manifest should expect the manifest from the Application Provider. This requirement implies that Partner OPs should be provided, if needed, with the application manifest by the Leading OP for the Application Provider.
The application manifest shall contain mandatory data elements and may include optional data elements. A data element may be described by a separate sub-model below (e.g., the QoS specification for an application is a sub-model).
The application profile is a data object created and owned by an OP. It describes an application instantiation on an OP managed Edge Cloud. It shall contain any data elements specified in the application manifest used to create it, together with the values used in its instantiation.
The following table describes the information elements in the Application Manifest data model. In addition to the elements listed, the model should allow additional attributes to be defined at the Application Provider's or OP's discretion. A possible realisation of optional elements is key-value pairs, as is used in various data models.
	Data type
	Description
	Interface Applicability
	Optionality

	Edge Application name
	Name of the Edge Application. The name is an artefact created by the Application Provider. The name is namespaced to the Application Provider. There is no default value; this must be supplied.
	East/West/North
	Mandatory

	Edge Application version
	The version of the Edge Application.
	East/West/North
	Mandatory

	Executable Image
	A URI (or similar name) of the VM or Container image to be installed and executed by the OP.
	East/West/North
	Mandatory

	Resource Flavour
	The "name" or identifier of the Flavour that should be used to instantiate the application, as selected by the Application Provider. "Flavour" is defined below.
	East/West/North
	Mandatory

	QoS Identifier
	A "name" or identifier of the QoS description for network traffic, as selected by the Application Provider. The default value is "best-effort".
	East/West/North
	Optional

	State property
	Indicates whether the application has state (e.g., persistent file systems, database, and location-dependent associations with other elements that must be migrated in a coordinated manner when an application session is relocated). The default value is "stateless".
	East/West/North
	Optional

	Deploy model
	Indicates whether an application may be located freely by the OP or whether the Application Provider specifies the edge cloud on which it is to be deployed. The default value is "free".
	East/West/North
	Optional

	Edge Application scaling policy
	Indicates whether a backend application can be scaled up or down based on observed traffic. The default value is "not scalable".
	East/West/North
	Optional

	Edge Application migration policy
	Indicates whether a backend application may be moved from its current operator network or current geographic Region (i.e., without violating the General Data Protection Regulation (GDPR)).
	East/West/North
	Optional

	Subscriber Availability
	Indicates which subscribers the application is available to (e.g. only to subscribers on Home OP, to inbound/outbound roaming subscribers in a specific operator or country, all subscribers, etc.). If not provided, no restrictions on availability should be assumed.
	East/West/North
	Optional


: Information elements in the Application Manifest data model
The following table is the model of the Edge Application profile
	Data type
	Description
	Interface Applicability

	Edge Application ID
	The ID of the Edge Application running on the edge node
	East/West/North

	Edge Application IP address(es)
	The IP address(es) of the Edge Application running on the edge node
	East/West/North

	Edge Application status
	The status of the Edge Application running on the edge node
	East/West/North

	Edge Application Traffic Flow Rules
	The traffic flow rules describing application traffic characteristics (e.g., IP, Port, Protocol etc.) for filtering and routing of traffic to cloudlets 
	North


: Edge Application profile
A Flavour is a description of a set of resource requirements used by an application instantiation. It should have a name to identify the description uniquely and globally across OPs in an OP federation.
A resource description should be consistent with those appearing in Flavours available in public clouds. This means that a Flavour should specify CPU, memory, storage, I/O bandwidth, CPU architecture, special hardware (e.g., accelerators).
A Flavour definition ensures that if an Application Provider selects a Flavour for a manifest, the application can successfully run if instantiated into a cluster containing at least the resources specified.
Flavours are not standardised (at this time) in this document. Federated Operators and OP Partners should undertake to produce and maintain a consistent Flavour catalogue.
	Data type
	Description
	Interface Applicability
	Optionality

	Computing resource requirements
	The computing resource requirements of the Edge Application, including whether the resource should support Containers or VMs
	East/West/North
	Optional

	Storage resource requirements
	The storage resource requirements of the Edge Application
	East/West/North
	Optional

	Network resource requirements
	The network resource requirements of the Edge Application
	East/West/North
	Optional

	Extension requirement
	The extension requirements of the Edge Application
	East/West/North
	Optional


: Flavour profile parameters
In the data model, a QoS description characterises the traffic between an Application Client and an Edge Application carried by a flow between the client and backend. A QoS description allows an Application Provider to describe the physical constraints in an edge network that should be met for the application to run successfully and provide a correct Quality of Experience (QoE) for the end-user at the UE.
Various standards organisations have investigated QoS and have specified definitions of QoS classes. For example, research in the 5G community has led to a description of QoS traffic classes common (or are expected to be common) in 5G networks. The reader is directed to 3GPP 23.501 [10], Table 5.7.4-1. In this table, the traffic classes are defined via a collection of metrics, including:
"resource type" (i.e., whether a flow is guaranteed the service requested, or only gets best effort);
Packet Delay Budget; 
Packet Error Rate;
Maximum Data Burst Volume.
These are aggregate statistics collected over a time window, the length of which is specified by the operator. These statistics apply to the path from the UE to the User Plane Function (UPF).
For edge computing, QoS on this path is necessary but not complete. It does not cover the segment from the UPF to the backend application. Including this path in a QoS latency budget is essential.
Based on this discussion:
The QoS spec may contain the optional attributes, latency, bandwidth, and jitter.
The attributes shall be measured from UE to the backend application over a time window consistent with the duration of a data session.
Optional attributes shall be permitted, following the requirements of the data model as a whole.
Note:	Considerations of QoS from UE to UPF, and the definition of QoS classes from UPF to backend application, require further investigation.
	Data type
	Description
	Interface Applicability
	Optionality

	Bandwidth
	Bidirectional data rate between UE and Edge Application measured end-to-end with a "loopback" application
	East/West/North
	Optional

	Latency
	The round trip delay between UE and Edge Application measured end-to-end with a "loopback" application
	East/West/North
	Optional

	Jitter
	The variance of round-trip delay between UE and Edge Application measured end-to-end with a "loopback" application
	East/West/North
	Optional


: QoS profile

[bookmark: _Toc54104655][bookmark: _Toc54267767]3.4.3 Cloudlet
The Cloudlet is where the application is deployed. The Cloudlet data model (Table 7) provides the required parameters to deploy applications in the Cloudlet. Therefore, the Common Data Model of Cloudlet involves Cloudlet ID -for the OP to manage the Cloudlet- and Cloudlet Profile.
	Data type
	Description
	Interface Applicability

	Cloudlet ID
	The FQDN defining the Cloudlet of where the Edge Client shall connect.
	East/West

	Cloudlet Profile
	Gathers the Cloudlet information (e.g. ID) and characteristics (e.g. storage, GPU support, etc.)
	East/West


[bookmark: _Ref71143305]: Common Data Model of Cloudlet
[bookmark: _Toc54104656][bookmark: _Toc54267768]3.4.4 Edge Client
The Edge Client represents an endpoint of the UNI and is a component of the User Equipment. Different implementations are possible, for example, OS component, separate application software component, software library, Software Development Kit (SDK), etc. The data model of the edge application includes Edge Client ID, Edge Client IP address and Edge Client Profile. There may be multiple Edge Clients on a single UE, and a separate data module may exist for each.
	Data type
	Description
	Interface Applicability

	Edge Client ID
	A unique value that defines the client ID accessing the OP
	UNI/East/West

	Edge Client IP address 
	The IP address of the Edge client
	UNI/East/West

	Edge Client Profile
	Reflects the profile of the edge client and the level of authorisation to access the edge nodes.
	UNI/East/West


: Common Data Model of Edge Client
[bookmark: _Toc54104657][bookmark: _Toc54267769]3.4.5 Resource
A resource can be provided by cloud and edge. The Common Data Model of resource properties includes the resource's type, capacity, location, and state.
	Data type
	Description
	Interface Applicability

	Resource name
	The name of the resource
	East/West/North

	Resource type 
	The type of resource
	East/West/North

	Capacity
	The capacity of the resource
	East/West/North

	State
	The state of the resource (e.g. running, hibernated)
	East/West/North

	Availability Zone
	The associated availability zone
	East/West/North


: Common Data Model of resource properties
3.4.6 Availability Zone
The Common Data Model of Availability Zone includes the compute resources, the supported virtualization technology, the QoS parameters supported and the associated costs.
	Data type
	Description
	Interface Applicability

	Availability Zone Name
	The name of the availability zone
	East/West/North

	Region identifier
	Geographical identifier
	East/West/North

	Compute resources
	Flavours (e.g. CPU, memory, storage, in/out bandwidth)
	East/West/North

	Specialized compute offered
	Particular compute resources (e.g. GPU, VPU, FPGA, NPU)
	East/West/North

	QoS
	Maximum values of latency, jitter, packet loss ratio
	East/West/North

	Supported virtualization technology
	VMs, containers, both
	East/West/North

	Costs
	Costs associated with the use of the resources
	East/West/North


: Common Data Model of availability zone properties
[bookmark: _Toc54104658][bookmark: _Toc54267770]3.4.7 UE
UE is the User Equipment. The Common Data Model of UE includes the UE ID, UE location. There is a need to preserve the UE ID in multiple scenarios such as roaming, authentication and charging.
	Data type
	Description
	Interface Applicability

	UE ID
	The terminal ID. For mobile networks, the ID shall be based on International Mobile Subscriber Identity (IMSI) and Mobile Subscriber Integrated Services Digital Network Number (MSISDN) (in case of 3G-4G access) and General Public Subscription Identifier (GPSI) and Subscription Permanent Identifier (SUPI) in case of 5G access as defined by 3GPP. When presented out of the trusted domain (e.g. NBI exposure), the UE ID may take a different format (e.g. a token) bound by the OP to ensure user privacy.
	UNI/North/East/West/South

	UE location
	UE location indicates where the UE connects to the network. For a UE in a mobile network, this is expected to be tied to a relatively static element, such as a data session anchor or mapped Availability Zone, rather than a granular location identifier. When presented out of the trusted domain (e.g. NBI exposure), the UE location may take a different format (e.g. a token) bound by the OP to ensure user privacy. 
	UNI/North/East/West/

	UE Home OP
	The ID of the Home OP of the UE
	UNI/East/West/


: Common Data Model of UE
[bookmark: _Toc54104659][bookmark: _Toc54267771]3.4.8. OP
The Common Data Model of Operator Platform includes the OP ID.
	Data type
	Description
	Interface Applicability

	OP ID
	The ID of the Operator Platform. This ID shall be unique per OP domain
	UNI/North/East/West/South


: Common data model of Operator Platform
[bookmark: _Toc54104660][bookmark: _Toc54267772]3.4.9 NEF/SCEF
NEF (Network Exposure Function)/SCEF (Service Capability Exposure Function), as a 5G/4G network capability opening function, provides secure disclosure services and capabilities provided by 3GPP network interfaces.
	Data type
	Description
	Interface Applicability

	NEF/SCEF ID
	The FQDN of the NEF/SCEF against which the OP shall connect. The ID shall be unique per OP domain
	South-NR

	NEF/SCEF IP address
	The IP address of the SCEF or NEF against which the operator platform shall connect
	South-NR


: Common Data Model of NEF/SCEF

3.4.10  Cloudlet Network and QoS Topology
Cloudlets, hosting compute resources for edge applications are interconnected with the mobile network and based on location and infrastructure capabilities could provide different level of QoS. OP would need to manage information as described in below table to provide requested QoS for application via SBI-NR interface in conjunction with a cloudlet. 
	Data type
	Description
	Interface Applicability

	Edge Network Location Information
	It may include location information referred within NEF/SCEF APIs e.g., CellIDs, Tracking Area Code(TAC), Registration Area(RA) etc. 
	South-NR

	Edge Local Data Network IDs
	Data Network Access Identifiers (DNAIs) representing networking and routing information associated with cloudlets
	South-NR

	Edge QoS Profile IDs
	Identifiers of pre-configured QoS profiles (e.g., Latency, Packet loss, Bandwidth etc.) which a mobile network can provide to a cloudlet
	South-NR


Table 14 Cloudlet Network and QoS Topology

=== End of Change No. 04 (3 Common Data Model )========

=== Start of Change No. 05 (New Sequence Diagram and new section 4.8 )========
4	Service flows
4.1	User Client (UC Registration) - Home Operator platform
This procedure describes the registration between the user client and the Operator Platform, allowing the user client to be authenticated and authorized to access the service.
 
Figure 9: User Client (UC Registration)- Home Operator platform
1.	A user client (UC) on a UE tries to register on its home OP. This request can be triggered by a cloudlet discovery from the application on the device. The register request is driven to the OP UNI of the operator hosting the user, whose URL is composed using the unique network operator identifiers, MCC & MNC. E.g. config.edge.mnc<MNC>.mcc<MCC>.3gppnetwork.org
2.	From this registration request, the OP derives a request for profile and credentials to the operator’s Subscriber Profile Repository (SPR) endpoint, accessed through the SBI.
3.	The OP validates the user access based on the information and credentials retrieved from the operator’s SPR endpoint and the information and identities received from the UC in the registration request. 
4.	The User Client receives the authentication validation and is authorized to request OP services from that moment onwards (e.g. cloudlet discoveries).
Note: 	Other authentication/authorization methods like UC redirection to an external entity can also be considered.
4.2	User Client (UC Registration) - Visited Operator platform
This procedure describes the User Client registration with an Operator Platform while accessing the service from a visited network. For such cellular roaming, two models exist as defined in section 3.3.4:
1.		Home routing, for scenarios where edge services provided by the visited network cannot be supported.
The Home OP is the only OP involved in this case, with registration handled as defined in section 4.1.1. Figure 11 shows the relations between the networks in this case. This scenario comes with limitations on application availability due to increased latency (see section 4.1.5).
2.	Local breakout, to access edge nodes available in the visited network. This model is preferred because the edge cloud service is provided closer to the User Client then.
In this case, the Home OP is involved managing the subscriber’s authentication and authorisation, with the Edge Discovery provided by the Visited OP. While not a service flow because detailed interface impact hasn't been studied yet (see section 1.2), Figure 12 shows the relations between the networks in this case with the following clarifications:
o		The black path (long dashes). Device registers on OP-A. OP-A steers the user to OP-B since the user is attached to Operator B, and the operators have agreed that LBO can be used.
o		The yellow path (short dashes). The device is redirected to OP-B, gets authorised there and can request access to edge services (see section 4.1.5) provided based on the user’s location. 
o		The red path (dotted). Federation connection for enabling the application availability on Operator B, sharing user’s authorisation information
o		The blue line (continuous): User access to the edge on Operator-B, accessing through the UPF-PGW in Operator B.
 
Figure 10: Roaming access to OP and edge resource - home routing
 
Figure 11: Roaming access to OP and edge resource – local breakout 
4.3	Edge discovery in the home network
This procedure describes the edge discovery by a UC when the most suitable cloudlet is in the home network and may be provided in a future version of this document.
4.4	Edge discovery in an edge-sharing partner network
This procedure describes the edge discovery when the UE is physically attached to the home operator, but the most suitable cloudlet is in an "edge-sharing" Partner OP.
 
Figure 12: Edge discovery in an edge-sharing partner network
1.	A user client (UC) on a UE requests a discovery query for a particular application. The UC previously registered with the OP as in the procedure described in section 4.1.1. 
2.	Optional. Operator’s OP (Home OP) may trigger a discovery request for the applications available on the Partner's resources.
Note: 	The Partner OP may also publish those available applications independently of the User Client’s interactions.
3.	The Home OP determines the most optimal application locations, based on local and federated resources from the Partner, and determines that the user is best served by an application instance provided by the Partner OP.
4.	The Home OP requests the Partner OP for the application instance information to allow the Home OP to provide the connection data to the UC.
5.	The UC is provided with the connection data of the application instance and connects to it.
4.5	Edge discovery in a visited partner network
This procedure describes the edge discovery when the UE is physically attached to a visited operator and the most suitable cloudlet is in the Visited Partner OP. The two cases for the Registration in the visited network (see section 4.1.2) also apply to Edge Discovery. When using home-routing, the discovery is similar to the case described in section 4.1.3. The only difference is that some applications may not be available because their latency constraints cannot be satisfied in this home-routing case. For local breakout, the Visited OP handles the discovery using the authorisation information provided by the subscriber's Home OP.
4.6	Application deployment In the Home Operator Domain
This procedure describes the application deployment in a cloudlet of the operator domain and may be provided in a future version of this document.
This procedure describes the application deployment in a cloudlet of the operator domain, the edge discovery by UCs and with an optional interaction of the OP with the 5G core network over SBI-NR interface.
[image: ]
: OP SBI-NR Subscription flow	Comment by Gunjal, Deepak: As it is an intermediate figure, it will cause numbers of other subsequent figures to change and thereof references in text sections, table of figures etc.

Note: Network layout is for the illustration purpose only for demonstrating the role of various entities to support application session continuity in relation to OP.
As shown in the above figure following are the details of the various steps marked in numbers to demonstrate the role and objectives of various interfaces,
1. Application provider provides the application manifest with app provider criterions indicating the application sensitivity for session continuity and QoS profile etc. and the zones where application can be deployed e.g., Zone-1 and Zone-2. Section “4.6 Application deployment In the Home Operator Domain” can be referred for information flow level details on application onboarding process via NBI interface
2. OP uses the information from application provider and orchestrate the application on “EC Platform Site #1” in Zone-1 which provides the sufficient resources as required by the application
3. When a mobile user attached to the network launches the client application which invokes the smart edge discovery API over UNI, OP returns the application communication end points from Zone-1 for the indicated application instance.
4. OP may also subscribe to 5G core network via SBI-NR interface for receiving mobility events for this UE and requests the QoS for the application session as per the information mentioned in the app provider criterions. OP also provide the application traffic steering rules using SBI-NR APIs for mobile network to route the edge traffic to the “EC Platform Site #1”
5. User client (UC) on the device can now connect with the workload on EC Platform Site #1 using the communication endpoints returned in step #3 via the User Plane Function (UPF1)
4.7	Application deployment In the Federated Operator Domain
This procedure describes the application deployment in a cloudlet of a federated operator domain and may be provided in a future version of this document.
4.8 Application Service and Session Continuity in the home network
The figure below provides a logical view of the various network interfaces, entities, and sequence of events on various interfaces which would require a coordinated effort to enable application session continuity for edge application in conjunction with mobile network.
The sequence diagrams for application service and session continuity below assumes the following pre-requisites,
· OP provides services in Zone-1 and Zone-2 and cloudlet “EC Platform Site #1” belongs to Zone-1 and “EC Platform Site #2” belongs to Zone-2
· OP has been configured with the network topology information and network routing infrastructure information for dynamically generating the application traffic filtering and routing rules for SBI-NR interface
The sequence of events shown in the below figure assumes that the application onboarding and subscription for mobility events with 5G core network has been completed by the OP (as detailed in section 4.6). 
The figure below provides the possible tasks which OP may perform for supporting application service and session continuity. The flows assume that the 5G Core, based on the UE subscription data and MNO configured policies selects the SSC mode 2 “Break-Before-Make” for the UE PDU Session when its location changes due to mobility.


[image: ] 
: OP Application Relocation flow

1. As user device moves it changes the current location to Zone-2 from earlier location Zone-1 and it causes mobile network to assign a new User Plane in the current location of the user to maintain the agreed level of session QoS.
2. As OP has subscribed to mobility events (via Traffic Influence Service APIs), NEF informs the OP about the User Plane (UP Path) change event via NEF APIs. 5G Core based on SSC mode can preserve the UE IP address or may assign another network attachment point without preserving the IP address as described in detail in earlier sections (2.2.7.3	Requirements for Application Session Continuity). In the above figure the SSC Mode 2 is assumed which network has selected for this session.
3. Acting on early notification from network of the possible change in User Plane for the UE for ongoing PDU session, OP performs the new edge selection i.e., “EC Platform Site #2” in Zone-2 which is deployed to provide OP services in current location of the UE, creating new application instance or selecting an existing instance of the application on selected edge, synchronizing application states (e.g., using edge interconnection network), generating application traffic steering rules for user plane being allocated etc. Application session state synchronization may also involve application involvement by subscribing and consuming NBI APIs and if needed, synchronizing session states between source and target edge application instances. The tasks mentioned are indicative in nature and would depend on how an OP implementation is designed. 
Note: As described earlier too, for the purpose of OP interactions with 5G Core over SBI-BR, any of the activities as described above are not necessarily dependent on the amount of time in which OP needs to acknowledge mobile network to complete the User Plane change procedures. OP implementations may use e.g., predictive analytics to estimate the possible future locations for the UE based on the location events received and may prepare early for the application relocation management tasks which are outside of the OP PRD  
4. OP informs the UC of the new end points of the applications while UC may still  continue the ongoing application session with the old application session instance.
5. OP acknowledges the 5G core network to complete the User Plane change process (UPF-4) and also provides the traffic filtering and routing rules for the new application instance on Zone-2. 5G Core instructs the UE to completes the handover to new User Plane for data communications. If the edge application has subscribed to User Plane change event, OP shall also notify the same to edge application instance.
6 Based on User Plane change confirmation event on SBI-NR interface from mobile core network, OP notify the UC to switch communication to new application instance using the application end points delivered in step 4.
7. UE continues the ongoing session with new application instance on “EC Platform Site #2” in Zone-2 i.e., the new location of the UE, using new endpoints received in step #4 via UPF2.

Note: The flows do not provide the coverage of other mobility events e.g., early notification from SBI-NR for User Plane change event which could also be notified to UC over UNI to enable UC apps to prepare for any application-level relocation tasks
Note: The edge interconnection network and interface with OP is for future studies but can be used by OP or edge applications for application state management across the edge clouds  
=== End of Change No. 05 (New Sequence Diagram and new section 4.8 )========

=== Start of Change No. 06 (5.1.1.2.2 Interfaces – Existing section)========
5.1.1.2.2	Application Provider Criteria
The platform shall be able to support the following Application Provider requirements:
1.	Footprint/coverage area selection;
2.	Customer reach/ operator selection;
3.	Infrastructure resources:
a)	CPU;
b)	Memory;
c)	Storage;
d)	Hypervisor (for VM based applications);
e)	Networking definition used by the application.
4.	Specific and optional requirements definition, for example:
a)	Use of GPUs;
b)	Use of FPGAs;
c)	Accelerator support: SRIOV, DPDK;
d)	Any other set of accelerators;
e)	Performance Optimisation Capabilities: NUMA, CPU Pinning, use of dedicated core, Affinity/non-affinity, etc.
GSMA PRD NG.126 [9] provides, in its sections 2 and 4, a more detailed overview of data elements that can be covered for the Edge Application Profile.
5.	Edge-Cloud requirements:
a)	Latency;
b)	Jitter;
c)	Bandwidth;
d)	The relevant geographical area for data privacy purposes.
6.	Type of application instantiation:
a)	Static: the application shall be deployed in several edge sites based on Application Provider's requirements and the operator's deployment criteria. The application shall be deployed upfront (independently of the UC's request).
b)	Dynamic: when a UC requests an application, the application shall be deployed in the selected edge location (triggered by UNI request(s)).
c)	Based on capacity: criteria to define if there needs to be an instance per user or one instance per specific number of users.
7.	Policies that allow the Application Provider to manage circumstances where user conditions do not comply with the deployment criteria.
8.	Support for telemetry information from the operator.
9.	Policy control concerning support of stateful and stateless applications.
The Application Provider shall be able to indicate that:
a)	Its Edge Application cannot be moved from one edge compute resource to another;
b)	Its Edge Application can be moved from one edge compute resource to another, without any notification;
c)	Its Edge Application can be moved from one edge compute resource to another with prior notification.
10.	Service availability in visited networks required/supported.
11.      Application lifecycle management policies specifying actions to be taken if requested Service Levels cannot be provided by OP e.g., terminating application instance, transport reset etc.
12.      Application session continuity sensitivity indicating edge applications capabilities to support app relocations across cloudlets

=== End of Change No. 06 (5.1.1.2.2 Interfaces – Existing section)========

======= Start of Change No. 07 “5.1.1.3 Management Profile” ========
5.1.1.3	Management Profile
The OP shall offer a uniform view of management profile(s) to Application Providers:
1.	The OP shall enable application developers to request Edge Cloud in an Availability Zone (within the OP and federated OPs):
a)	On a basis where the application developer reserves resources (on a relatively long-lasting basis) ahead of their usage.
b)	On a basis where resources are allocated as the application instance needs them (“reservationless” or “dynamic”) and the application developer selects the degree of scaling it requires (for example, number of sessions).
c)	On a basis where resources are isolated from those used by other application developers.
d)	An application developer may provide the OP with information about its estimated workload to help the OP optimise the deployment of Edge Application(s).
2.	An OP shall offer a range of quality policies so that an Application Provider can choose the performance that their application requires. These policies are defined based on objectively measured end-to-end parameters that include performance aspects of both the network and the Cloudlet, such as latency, jitter and packet loss (measured as average statistics). 
3.	The NBI shall enable a request-response mechanism through which the Application Provider can state a geographical point where a typical user could be and get informed of the mean latency performance expected. 
4.	The OP shall describe the capabilities of the Edge Cloud, for example:
a)	The geographical zones where it is provided
b)	The type and “granularity” of edge cloud and network service (typically generic Compute, memory, storage, and specialised compute, such as GPU and future resource types). 
Note:	Optionally, an OP may present types of resource and their attributes as “flavours”. Flavours are intended to be a useful “shorthand” for Application Providers but are optional and do not have to be used.
Note:	if a federation of OPs uses flavours, then they should agree on common definitions.
Note:	the NBI shall not reveal the exact geographical locations of individual Cloudlets and shall not allow an Application Developer to request deployment of its application on a specific Cloudlet.
Note:	The definition of geographical Regions should be aligned among the partners in a federation, ensuring a shared understanding of a Region.
5.	The OP shall offer a structured workflow for application deployment and instantiation: CRUD functions.
6.	The OP shall allow a developer to specify that its Edge Applications should be restricted to a particular geographical zone. This restriction would ensure compliance with the applicable data privacy laws. 
7.	The OP shall allow an Application Developer to specify whether or not it requires service availability on visited networks (that is, when a UE roams away from its home network operator).
8.	The OP shall provide an Application Developer with telemetry information concerning the performance of the Edge Cloud service, including fault reporting.
9.	The OP shall allow an Application Developer to request a particular granularity for the telemetry information they receive. 
Note:	Possibly using a publish-subscribe approach.
Note:	Different operational profiles require different granularity about the telemetry information (how fine-grained and how often).
10.	The OP shall allow an Application Developer to require that outbound access to the internet is prohibited.
11.	The OP shall offer Application Providers a registry to store their application images and update or delete them. The registry may be centralised or distributed, depending upon the Application Provider’s needs to reduce boot time and recovery.
12.	The OP shall support Single Sign-on based on login credentials for an Application Provider.
13.	The OP shall offer functionality that supports the application developer to manage its application instances. For example, to monitor operational performance, get diagnostic logs and help with debugging.
14.	The OP shall offer functionality that supports the Application Provider in managing the application development, integration and deployment.
15	OP shall allow a developer to subscribe for application  relocation event notifications
16	OP shall allow a developer to subscribe for abstract service and session continuity mode being applied for application sessions
17	OP shall allow a developer to subscribe for applications QoS  change notifications if the requested Service Levels drops below a threshold
18	OP shall allow a developer to subscribe for  application location change event notifications
======= End of Change No. 07 (“5.1.1.3 Management Profile” )========

======= Start of Change No. 08 (“5.1.4.2.2 Management Profile” )========
5.1.4.2	OP integration to 5G Core/4G Core via Exposure Functions 
5.1.4.2.1	Introduction
The NEF/SCEF APIs [4] [5] are a set of APIs defining the related procedures and resources for the interaction between NEF/SCEF and AF/Services Capability Server (SCS). The APIs allow the AF/SCS to access the services and capabilities provided by 3GPP network entities and securely exposed by the NEF/SCEF. Some APIs are applicable for both 5G Core and 4G Core.
Figure 14 shows a functional mapping that describes how an OP accesses features and services exposed by the NEF/SCEF.

 
Figure 13: Functional mapping between OP and NEF/SCEF
5.1.4.2.2	General Requirements
1.	An OP's SBI-NR shall be able to interact with 5G Core/4G Core via the NEF or SCEF to access network capabilities.
2.	An OP's SBI-NR shall support the exposure interface [4] [5] for interacting with the 5G Core/4G Core.
3.	If the NEF/SCEF returns an error response to an OP's SBI-NR, the OP shall perform error-handling actions.
4.	An OP’s SBI-NR shall be able to report the functionality available from the network.
5.	An OP shall be able to deal with the situation where the network is not providing the expected functionality.
6.	An OP's SBI-NR may be able to configure the user traffic to be routed to the applications in the local data network. 
7.	An OP’s SBI-NR may be able to interact with the NEF for configuring and influencing the traffic routing policies.
a)	An OP may be able to specify the request for routing, influencing network mobility and routing, including but not limited to:
i.	UE and application identities
ii.	Traffic filtering and routing criteria,
iii.	Possible locations of the application instances
iv.	Whether the UE network data plane can be relocated.
v.	Whether validation on UE network data plane relocation is required.
vi.	Whether the UE IP address shall be preserved in data plane relocation
vii.	The type of SSC mode
viii.	Whether inter-operator handover is required.
b)	An OP may be able to subscribe to UE data plane mobility events.
c)	An OP may be able to receive UE data plane mobility events, receiving the target node identifier where the UE should re-attach because of the network mobility process.
d)	An OP may be able to receive UE data plane mobility events, receiving and processing the target IP of the UE that will be assigned.
e)	An OP may be able to negotiate the UE data plane mobility process based on the application instance relocation process. 
8.	An OP's SBI-NR may be able to collect information on network congestion or access concentration in a specific area.
9.	An OP's SBI-NR may be able to retrieve UE status reports (e.g. location information, reachability, roaming status).
10.	An OP's SBI-NR may be able to control the transfer of data in the background for UCs.
11.	An OP's SBI-NR may be able to configure QoS session parameters to communicate with a UC with an improved QoS level (e.g. low latency, priority, maximum bandwidth).
12.	An OP's SBI-NR may be able to receive QoS relevant notifications based on UE connection statistics.
13.	An OP's SBI-NR may be able to configure the charging party of the UE data sessions.
14.	An OP's SBI-NR may be able to configure service-specific parameters for UCs (e.g. network slice).
15.	An OP's SBI-NR may be able to initiate a device trigger to a UC for performing application-specific actions (e.g. starting communication with the OP's SBI-NR).
16.	An OP’s SBI-NR may be able to influence 5G mobile core network to establish a user plane for PDU sessions requiring access to edge services based on OP provided criteria
======= End of Change No. 08 (“5.1.4.2.2 Service Provisioning”) ========

======= Start of Change No. 09 (“5.1.6.2.5 Service Provisioning”) ========
5.1.6.2.5	Service Provisioning
The OP shall enable the requested Application and provide over the UNI the parameters and configuration needed so that the Application Client can connect to the selected Cloudlet:
1.	If necessary, the OP shall deploy the application image and create an instance on the selected Cloudlet,
2.	The OP shall inform the application client of how to reach the Edge Application on the Cloudlet chosen (for example, a URL or IP address),
3.	The UE shall be able to test the connectivity characteristic towards the selected Cloudlet.
4.	OP shall be able to inform the QoS change notifications to application clients
5.	OP shall be able to inform the Edge App Relocation events to application clients 
6.	OP shall be able to inform application clients of new communication endpoints of the relocated edge application instance
7.	Application client may be able to provide the observed QoS reports to OP over UNI

======= End of Change No. 09 ( “5.1.6.2.5 Service Provisioning”) ========

======= Start of Change No. 10 ( “5.2.2 Resource Manager Role” )========
5.2.2	Resource Manager Role
5.2.2.1	Network/Operator Criteria
When several edge nodes meet the Application Provider criteria and to support operator policies, the platform shall be able to support the following operator requirements to select the edge where to deploy the application:
1.	Edge node resources and load.
2.	Network resources and load.
3.	Network usage forecast.
4.	Edge usage forecast.
5.	Application availability (already deployed/onboarded on edge node).
6.	Reserved resources availability.
7.	UE mobility supported.
8.	Network mobility supported (integration with data packet core).
9.	Specific constraints/barring for users, application or edge nodes selection.
10.	Specific considerations to abide by commercial agreements between involved parties.
5.2.2.2	Instantiation Strategy
The OP shall be able to request instantiation over the edge resources considering the Application Provider requirements and policies and the operator restrictions and preferences over the application instantiation:
1.	An OP shall be able to request the static instantiation of the application on a specific edge node.
2.	An OP shall be able to request the static instantiation of the application on all the available edge nodes.
3.	An OP shall be able to determine the minimum amount of edge nodes to select for covering the footprint and onboarding requirements.
4.	An OP shall be able to request dynamically the instantiation of an Edge Application based on a user's request.
5.2.2.3	Mobility Management
5.2.2.3.1	General principles for mobility management
In the context of this document, mobility management deals with the movement of the Edge Application from one edge compute resource to another, a change of the application client’s IP address, port or both. These may happen together or independently. 
As general principles: 
•	The operator is responsible for mobility management of the UE (end user’s device) (through standard 3GPP mobility management mechanisms); 
•	These standard mobility management mechanisms may involve a change in the IP address used by the application client – the operator informs the application about such a change. 
Note: 	the application cannot reject or delay the change.
•	Because of this UE mobility, or because of the OP’s measurements or knowledge, or hints from the application about performance degradations, the OP may decide that a different edge compute resource can better host the Edge Application. 
Note:	In this section, the use of the term “OP” intentionally leaves open which party(s) within the OP does something.
Note:	The term “application” in the bullet point above intentionally leaves open which part of the application is involved (Edge Application, application in the central cloud, etc.).
•	The OP should be cognisant of the policy indication from the Application Provider about its sensitivity to a change of the edge compute resource hosting the Edge Application.
•	When the policy is that a change of edge compute resource can be done with prior notification, the OP decides that a change of edge compute resource is needed and selects the new edge compute resource. In this case, the application chooses the exact timing of the move and is responsible for transferring the application state from one edge compute resource to another. 
•	During a period when a non-optimal edge compute resource is used, the service provided by the OP may be of a lower quality or even have to be ended. 
•	From a requirements perspective, mobility management includes support for a change of operator and OP. 
5.2.2.3.2	Mobility triggers
Many different elements shall monitor and control the end-to-end service delivery for detecting any modification and trigger a change on the path:
1.	Mobility triggers from the OP:
a)	Related to the movement of the UE that causes a change in session anchor (PGW/UPF) network point;
b)	Related to the movement of the UE that causes a change in the serving network (i.e. PLMN change);
c)	Related to the movement of the UE that causes a change in the application client’s IP address;
d)	Related to the movement of the UE (for instance, for each Edge Cloud location, the operator identifies the set of base stations that it most naturally supports);
e)	Related to lifecycle management of its edge compute resources (for example, the overload of an edge compute resource, a failure or planned maintenance, a new or expanded edge compute resource, an issue with the network for its edge compute resource);
f)	Related to usage forecasts about its edge compute resource and network;
g)	Related to its measurements of application performance.
Note: this seems less likely, as it is hard for the OP to measure application-level performance accurately, but some simple measures such as packet drops may be possible.
Note:	additional triggers can be considered, e.g. 3GPP 23.501 section 6.3.3.3
2.	Mobility triggers from the application:
a)	Related to its measurement of QoS parameters (such as latency, jitter and bandwidth);
b)	Related to its measurement of application-level QoE parameters;
c)	The application should note that QoS and QoE might temporarily degrade in a mobile network due to the UE having inadequate radio coverage (i.e. unrelated to the Edge Cloud service).
d)	The application should not over-report mobility triggers. 
Note: it is left open which part or parts of the application are involved in this (application client, Edge Application, application in the central cloud)
5.2.2.3.3	Application Conditions/Restrictions
The Operator Platform shall be able to consider the application-specific requirements for managing mobility over different edge nodes.
1.	An OP shall be able to interact with the SBI-NR to configure the network to meet the application’s requirements or restrictions on mobility, e.g. mobility not supported, session continuity (SSC Mode 3) required, UE IP address preservation.
2.	An OP shall manage the application mobility for all the edge services associated with each UC.
3.	An OP shall consider the mobility sensitiveness of the applications.
4.	An OP shall take into account the active Edge Application on the UC for considering the mobility.
a)	An OP shall ensure that all the active Edge Applications are moved correctly when network mobility is required.
b)	An OP shall not perform a network relocation in case an active application does not support mobility.
c)	An OP shall not perform application mobility to another Operator’s network domain if an active application does not support roaming.
d)	An OP shall perform a network relocation if an application requires mandatory mobility.
5.2.2.3.4	Application Mobility (Server-Side)
The OP needs to manage the reconfiguration of the Edge Application environment, selecting a new edge node to have the application available.
1.	An OP shall be able to ensure that the selected edge node has enough capacity.
2.	An OP shall be able to request the instantiation of the Edge Application on the target edge node if not previously available or if capacity is insufficient.
3.	An OP shall ensure that the resources are released on the original edge node.
5.2.2.3.5	Session Mobility (User Side)
Application session mobility is mandatory for maintaining the session continuity on stateful applications, where the Edge Application moves from one edge compute resource to another. This section concerns cases where the Application Provider has indicated as part of the initial policy phase that it requires notification in advance of a change of which edge compute resource hosts the Edge Application. 
1.	An OP shall be able to notify the application about the forthcoming mobility procedure if required.
2.	An OP shall inform the application about what it needs to know to move the application-related state from the old edge compute resource to the new one. 
3.	The application indicates to the OP when it is ready to move to the new edge compute resource. This approach means that the application is generally in charge of the timing of the movement (since it knows best, for example, when the end user’s experience of the application is least affected). Note that KPIs may be suspended during this period.
4.	The application may indicate that it cannot currently handle mobility. Then, the OP shall be able to cancel the mobility procedure. Note that the service may be degraded or even lost. Note also that, as part of the initial policy phase, the application may give a permanent indication that it cannot handle mobility.
5.	The application shall confirm the completion of the mobility of the Edge Application onto the new Cloudlet to the OP.
6.	Movement of the UE may require that the operator changes the IP address used by the application client. 
7.	The operator shall notify the application about a change of IP address
5.2.2.3.6	Mobility Enforcement
1.	An OP shall be able to request a network gateway relocation (if possible) based on location and network statistics.
2.	An OP shall be able to request an Edge Application relocation based on application requirements and different information, e.g. network and physical location or edge resources usage. 
3.	An OP shall be able to request an application session relocation based on the application requirements.
4.	An OP shall be able to handle the previous relocation requests, ensuring the service and session continuity.
a)	The OP shall coordinate the different procedures with the Edge Application.
b)	The OP shall coordinate the different procedures with the Edge Application, from the original node to the target.
c)	The OP shall coordinate the different procedures with the application client on the UC.
d)	The OP shall coordinate the different procedures with the Network through the SBI-NR.
	Note:	It is for further study how to provide session continuity between different OPs or network domains.
5.	An OP shall ensure that the UC is forced to apply the mobility procedures.
6.	Network GW location may not be needed in case of service degradation due to an edge node saturation.
5.2.2.4	Service Availability on Visited Networks
5.2.2.4.1	General
Service availability on visited networks shall be considered to allow the users to enjoy edge service outside of their operator network. This condition includes international situations and the inter-operator handovers that occur, for example, when connecting to the end-user's home Wi-Fi network, which a different operator may provide.
With no service availability interaction, the edge service would be delivered from home network resources, with the inherent latency and service degradation.
5.2.2.4.2	Requirements
1.	When a user client first attaches to a visited OP, there shall be messaging between the user client, home OP and visited OP. The messaging's purpose is for the Home OP to authenticate the User Client and authorise it to use the Edge Cloud on the visited OP.
a)	The messaging shall not be repeated for each application session or each application. 
b)	The authorisation shall be valid for a finite period.
c)	The home OP and visited OP shall have a separate process to agree about charging /settlement for the use of Cloudlets by user clients of the Home OP. It is not the intention to define a granular charging /settlement mechanism ("granular" meaning, for example, per user client or per application instance). 
2.	User plane local breakout shall be available for the user client in the visited network.
a)	If no local breakout is available or there is no service availability agreement among operators, the User Client receives service from home resources and Home OP without Visited OP interaction.
3.	The visited OP may be capable of obtaining the application image (and any associated policies) directly from the Application Provider (typically if it has an NBI with it); otherwise, it shall request it from the Home OP via the E/WBI.
4.	Based on the information received from Home OP and the internal policies, the visited OP shall instantiate the Edge Application on a Cloudlet for use by the user client.
5.	The Visited OP shall be in charge of selecting the Cloudlet within the Visited OP best placed to host the Edge Application (including when the user device moves within the visited OP).
6.        Partner OP shall be able to provide the abstract application service and session continuity capabilities over EWBI for roaming users of the home OP
7.        Partner OP shall be able to provide the application mobility relocation monitoring events information to leading OP over EWBI
Note: 	User client mobility management is handled with existing mobility management mechanisms.
5.2.2.5	Operation and Management
The OP shall offer a centralised management plane for the operator to manage the infrastructure. This management plane shall offer an operator
1.	The capability to 
a)	Create Cloudlets within an Availability Zone
b)	a)	Create Cloudlets in a Public Cloud
c)	Manage Edge sites in a federated operator
2.	The capability to manage security groups and privacy policies at each Cloudlet
a)	Ability to provide isolation between applications at run time:
3.	The capability to manage the compute footprint
a)	Create, report, update, delete functions for compute, Memory, storage using the underlying IaaS stack
4.	The capability to manage Availability Zones across the geographical sites within the operator’s domain 
5.	Capabilities for the operator to monitor Cloudlet usage in terms of compute, memory, storage and bandwidth ingress and egress
6.	The capability to monitor the above metrics per tenant.
7.	Capabilities for automation, with some associated requirements like
a)	Transactions related to automation shall be atomic transactions (i.e. if not all steps of a transaction are completed, then no steps are completed, and no side effects of those steps remain). Possible methods of achieving atomic transactions include:
i.	 Two-phase commit (prepare and commit): in a Prepare phase, services carrying out an atomic transaction notify a Coordinator that they are ready to complete the transaction. In a Commit phase, the Coordinator issues a Commit command to all services that must complete their transaction or a Rollback command if the transaction must not be completed.
ii.	Eventual consistency and compensation: A service that updates its state (e.g., updating data that it owns) publishes an event, and other services that subscribe to that event, receive it. Subscribing services updates their corresponding data. If a failed transaction event, the subscribing service can perform a compensating transaction (e.g. emitting a delete event, rolling back processing steps).
b)	Event notifications related to milestones, status changes, changes in the infrastructure or resource availability changes should be used.
c)	The Service Resource Manager shall provide resilience support such as timeouts, support for atomic transactions, and other features that allow a system to be maintained in a consistent state.
d)	The Service Resource Manager shall release reserved resources after the reservation expires (in case of reservation).
8.	The capability to monitor Cloudlet event, alarms logs
9.	The capability to monitor Cloudlet performance metrics 
10.	The capability to offer operator interfaces to federated partner to monitor usage across Cloudlets
5.2.2.6 Seamless Application Service and Session Continuity
5.2.2.6.1 General principles for application session continuity
A mobile user actively engaged with an edge application instance hosted in edge cloud during its movement from one place to other may not always get the desired quality of experience due to various factors like poor radio connectivity, network congestion, etc. 
The quality of experience from the application perspective is affected by some of the aspects which depends on factors e.g., uninterrupted transport level session continuity (e.g., TCP session). For some category of the applications (e.g., video streaming) the client and server applications may still be able to maintain the seamless user experience despite the interruption in connectivity via building specific application domain specific algorithms. For others e.g., gaming applications such interruptions may affect the user experience significantly.
The OP shall be able to provide a consistent user experience during the mobility of the user device.    
As general principles, following are key requirements to provide application session continuity in OP defined architectural model: 
OP shall rely upon the 5G core network capabilities for supporting service and session continuity in mobile networks to deliver the application session continuity services.
OP, based on the network capabilities for supporting application session continuity shall expose abstract session continuity models towards the application provider over NBI interface
OP shall interact with the mobile network via the 3GPP provided standard services over SBI-NR interfaces to work in synchronism with the 5G core network procedures to support application session continuity. 
When required, OP shall inform UCs over UNI interface about the prior indication of application IP address change events, post notification of application IP address change event and also the new location of the application instances post application session relocation. 

Note: The abstract service and session continuity modes corresponding to 3GPP defined SSC modes 1, 2 and 3 are typically described as “IP Preservation”, “Break-Before-Make” and “Make-Before-Break".
5.2.2.6.2 Access technologies support for application session continuity
The service and session continuity in mobile network is considerable depends upon the type of the radio network i.e., 4G, 5G, Wi-Fi etc. and the support for session continuity defined for these networks by standards like 3GPP and if the operators has deployed such services for end users.
User devices depending upon the access hardware and software capabilities from different vendors may attach to mobile networks as per the access policies configured for the subscription and network capabilities deployed and operated by the mobile service providers. 
The device may perform network attachment to available radio network in the device location which could be broadly segregated into 3GPP or non-3GPP (trusted or untrusted) access technologies. Communication Service Provider can configure the preference for selection of access technologies to user device as part of the SIM configuration. The network to which a device is currently attached would also determine the level of support available for session continuity in that network what an application can expect.
Handovers and associated session continuity procedures may be triggered by the mobility of user devices within the mobile network coverage area. These procedures or capabilities are defined for devices attached to mobile network using 3GPP 5G radio technologies. In the current version of the OP PRD, the below table describes the service and session continuity that the OP shall support,
	
	Support in Home NW 
	Support in Visited NW 

	5G to/from 5G
	Y
	Y

	5G to/from 4G
	Y
	Y

	5G to/from non-3GPP trusted access
	N
	N

	5G to/from non-3GPP untrusted access
	N
	N


 Table 15 Access Technologies Supported In OP Architecture For Application Session Continuity 

Note: For the above scenarios where application service and session continuity are supported by OP, the scenario involving mobility from one operator network to other operator’s network is for future studies 
Note: For other non-3GPP access technologies, the service and session continuity capabilities continue to evolve and are not supported.
5.2.2.6.3 Network and OP responsibilities for application session continuity
Assuming a user actively engaged with an edge application starts moving in a PLMN operated by home operator which may result into network procedures to reselect a network attachment point for the user device to maintain an already agreed QoS. 
As described in “2.2.7.3	Requirements for Application Session Continuity”, the mobile core network may activate SSC mode (starting with 3GPP Release 15 for 5G Standalone Architecture(SA)) specific procedures based on user subscription and network policies defined by the operator.
Due to the SSC mode procedures execution in core network following events may happen which requires external entities like OP to take application specific actions to maintain end to end application session continuity including functions e.g., application session context relocation to target edge cloud,
1) For SSC mode 1, which could be named as “IP preservation mode”, in which the network may assign a different attachment point but keeping the IP address for the UE unchanged. 
· Mobile network may assign SSC mode 1 to a PDU session considering factions e.g., user subscription information, operator configured local policy, an indication from authorised Application Functions, AF, e.g., OP if a PDU session involving access to edge application cannot be relocated (app relocation indication) and address should be preserved
· It may be possible in this situation that mobile core network may not be able to provide the desired QoS as needed by the application (as defined in application manifest).
· In such cases OP should have access to information related to network attachment point change (user plane reconfiguration) event and the QoS that network is able to provide for the UE PDU session
· An UC application may have to adapt its behaviour according to the QoS that the network can deliver end-to-end. In case if the requested QoS cannot be maintained by the mobile network during mobility period, then based on QoS change notifications from NEF, OP can timely notify QoS change events to UCs over UNI interface. Using such notifications UC applications can gracefully adapt its behaviour e.g., switching to lower frame rate in case of video streaming. Also, OP may provide edge applications to subscribe for these kinds of events to take appropriate actions to provide consistent quality of experience to its users
· OP shall also publish over NBI the monitoring information for change in QoS for the application sessions 
2)   For SSC mode 2, which could be named as “Break-Before-Make” mode, in which the network may decide to change the existing user plane and assign an optimum user plane in the new location of the UE which would cause the IP address for the UE to change. It may be possible for mobile network to provide the desired QoS as needed by the application without preserving the session continuity
· OP should have access to information related to user plane change preparation event in the mobile network for the UE PDU session via subscription to user plane change events over SBI-NR interface
· OP can use these events to notify the user clients to be prepared for a possible connectivity break over UNI interface. 
· OP shall also provide subscription services on NBI interface to edge applications to be able to subscribe for these events to enable edge applications and UCs to prepare for possible application session context relocation
· OP on receiving network event on SBI-NR interface for possible session connectivity interruption for an application session, shall perform the application session state/context relocation function to minimize the connectivity disruption time. OP may use the following information to select an adequate target edge cloud which can host the new application instance. 
· Application provider criteria (3.5.1.4  Application Manifest)
· Application data privacy policies
· Operator defined policies e.g., cost functions associated with edge clouds
· Location information of UE received from SBI-NR interface
· Edge sites and available resources at location received from SBI-NR interface for UE
· Application session continuity mode of the UE PDU session
· Based on the above listed criterion OP shall attempt to select an edge site where new application instance can be launched or can be assigned to an existing instance of the application on the selected edge site in new location.
· OP shall launch the application instance at the selected edge site in the new location of the UE and as per the network configuration shall also generate the traffic steering rules to route the application traffic from UC PDU session to new edge cloud location where the application instance is created. If an instance of the application already available, in that case OP may use the instance information to generate the traffic steering rules for the UC PDU session in the selected edge site.
· OP shall interact with the cloudlet over SBI-CR interface to perform the functions e.g. application instance creation and record the status of operations performed
· OP shall provide capabilities over NBI interface for app providers and/or edge applications to perform the application session/context relocation functions
· OP shall provide an indication to core network via SBI-NR interface via NEF about the completion status of application session state/context relocation procedures (as per 3GPP NEF specified procedures).
· On receiving UE user plane change progress indication over SBI-NR interface, OP in response to network, shall provide the SBI-NR API parameters e.g., description of the traffic steering rules for the application traffic, QoS reference, a period of time or a traffic volume etc. to mobile core network over SBI-NR interface to steer the UC traffic towards the new application instance 
· OP shall provide the application instance communication end points to UC over UNI interface
Note: It is important to note that 3GPP specifications does not put any kind of time constraints for external Application Functions(AF) to react or respond to the core network notifications in time bound manner for acknowledging the application readiness for session/context relocation. Considering these aspects, any OP implementation shall follow the behaviour as described in 3GPP specifications and treat the acknowledgements towards the core network independent of any specific OP procedures e.g., session/context relocation, application instantiation etc.   
Note: It is important to note that due to user mobility in mobile networks events like user plane change may result in change of the device IP address as managed by the core network procedures. Similarly, events outside mobile network e.g., edge application relocation to target edge cloud would also result in change of application endpoints i.e., IP address as managed by external systems like OP. Any implementation of OP which supports application service and session continuity, will need to consider such aspects from both the applications and user client perspectives. 
3) For SSC mode 3, which is like SSC mode 2, could be named as “Make-Before-Break” mode, in which the network may assign a different user plane to UE due to mobility of the UE and which would cause the IP address for the UE to change at later point of time but in the meantime UC application traffic can still reach the previous application instance over the existing connection. 
· It may be possible for mobile network to provide the desired QoS as needed by the application and more time for OP to create new edge applications in target edge cloud and synchronize any application states for stateful applications. OP shall have the mechanisms to minimize the time period in which simultaneous sessions with old and new application instances remain active to optimize the network and compute resources.
· OP on completing all the application relocations tasks, shall indicate mobile network over SBI-NR interface to reclaim the network resources for previous session and start steering the UC traffic towards the new instance.
	SSC Modes
	Key Characteristics
	Capability Name
	Network Capability Description
	Key Mobility Events Handling in OP 

	1
	UE IP Preserved
	IP Preservation
	Preserve UE IP agnostic to user location change in active sessions 
	· Subscribe to UE Mobility  events over SBI-NR
· Monitor application session QoS
· Enforce App provider policies and operator defined policies

	2
	UE IP Not Preserved
	Break-Before-Make
	PDU session modification with a new PDU Session Anchor(PSA) and IP connectivity disruption 
	· Subscribe to UE mobility events over SBI-NR
· Coordinate OP activities e.g., app session relocation in synchronism with mobile network
· Enforce App provider policies and operator defined policies
· Notify session continuity events to NBI and UNI interface
· Assist edge apps to prepare for and handle short disruption in session continuity via service APIs

	3
	UE IP Not Preserved, Concurrent Sessions 
	Make-Before-Break
	PDU session modification with a new PDU Session Anchor(PSA) and with a simultaneous connectivity with previous session anchor 
	· Subscribe to UE mobility events over SBI-NR
· Indication of simultaneous connectivity temporarily maintained for the source and target PSA based on app criteria
· Coordinate OP activities e.g., app session relocation in synchronism with mobile network
· Enforce App provider policies and operator defined policies
· Notify session continuity events to NBI and UNI interface
· Assist edge apps to prepare for and handle concurrent sessions with edge app instances via service APIs


Table 16 Summary Of Mobile Network And OP Roles For Supporting 3GPP Defined SSC Modes
Note: It should also be possible for edge applications to communicate with the external applications over internet which an application provider might use to coordinate or synchronize edge application states. OP, in such cases will need to provide the capabilities like controlled access to internet for edge applications and managing and automating the functions e.g., application traffic routing and QoS control etc.  
Note: As a possible approach an app developer can also choose to deploy application instances statically and can either use OP provided network services to replicate application state information or can use another application hosted outside of OP for this purpose. OP would need to provide services for edge applications to receive events e.g., UC IP address change event.
Note: It is expected that to support application session continuity in 5G mobile networks, MNO would need to support features like UL CL” (Uplink Classifier) or IPv6 multi-homing as defined by 3GPP for User Plane Function (UPF)  
Note: Based on some of the events on SBI-NR interface e.g., location monitoring events, QoS status notification events etc. OP may determine the level of QoS provided by the mobile network to application sessions against the requested QoS. In such cases OP may initiate user plane relocation (e.g., by using Traffic Influence APIs) services on SBI-NR interface and which may possibly result in triggering of session mobility procedures in mobile network
5.2.2.6.4 5G Core Network managed informational elements required by OP
To support application session continuity for edge applications, OP shall provide the support for various procedures as defined by 3GPP for an external application function (AF). OP in the role of AF would need to manage network events and notifications over SBI-NR interface (NEF APIs) and orchestrate edge applications in target edge clouds and synchronize associated application states to provide application session continuity.
OP will need access to network location information associated with the UEs typically managed by the mobile network. Network location information will enable OP to correlate network events with edge deployment topology and perform functions like target edge cloud selection, generating traffic steering rules, applying data privacy rules for information protection etc. 
Some of the UEs network location information as listed below which 5G mobile core network uses to track the UEs in the mobile network coverage area should also be used by OP for managing edge clouds deployment topology are mentioned below (not an exhaustive list),
· Cell-IDs
· Tracking Area Codes(TACs)
· Registration Area (RA)
· Geo Location (Lat/Long)
· Data Network Access Identifiers (DNAIs)
· Data Network Name (DNN)
· Single – Network Slice Selection Assistance Information (S-NSSAI)
Using the above network topology information associated to the cloudlets, OP should be able to correlate the current location of the UEs received over SBI-NR (NEF API Notifications e.g., event monitoring, User Plane change events etc.) with the cloudlets in the UEs location to select adequate cloudlet for the UE.
OP shall also use the application provider for determining the adequate edge cloud for dynamic selection of target edge site(s) for UEs in motion. OP shall ensure that the agreed level of QoS for edge application sessions with the UCs are maintained agnostic to device mobility.

Note: The information mentioned above is indicative in nature and has been taken from 3GPP specifications from the NEF APIs as a possible approach to relate network resources with edge clouds located outside of the core network.5.2.2.4.5 5G NEF services for supporting application session continuity (Home Network)
5.2.2.6.6  Edge Applications Role In Session Continuity Process 
As UE mobility may trigger the mobile network to initiate the User Plane (UP) change process, it may also result into triggering of synchronized operation of application relocation process for edge applications by the OP.
While OP prepares for the possible application relocation process based on the network events received over SBI-NR interface for a PDU session, the edge application may also require access to some of the information for performing application specific functions to support relocations. Some of the information that can be exposed by OP to edge application can be 
· Target Edge Location information
· New IP address of the UEs in case of User Plane reselection 
· Application communication endpoint (IP, Port, Proto) on target edge node

5.2.2.6.7  Application Session Continuity Support For Roaming Users
OP shall support the application session continuity for roaming users when they roam into the locations which are served by Partner OP.
To provide session continuity services for roaming users, the partner OP shall provide the following information to leading OP over EWBI interface,
· Supported Abstract Session Continuity Modes (as described in 5.2.2.6.1)
· Local Break Out (LBO Capability)   
· Supported Service APIs 
· Relocation Failure Events (Not an exhaustive list)
· App relocations Denied by OP
· App relocation execution failures and causes 
Note: Some of the network capabilities and applications relocation event monitoring information shared by partner OP over EWBI can be published to NBI for application providers to know the partner capabilities before deploying the applications if the applications are sensitive to session continuity capabilities of the partner OP
======= End of Change No. 10 ( “5.2.2.6 Seamless Application Service Continuity” ========

======= Start of Change No. 11 ( Annex G) ========
Annex G  5G Core Network Application Session Continuity Enabler Services 
Native support for enabling edge computing in 3GPP based networks is specified starting with the release 15 of the 3GPP specifications. 3GPP has introduced the various network capabilities requirements for supporting application session continuity.
As per the 3GPP standards, there are various service APIs (network capabilities) which exposes important network capabilities to external application functions, i.e., AF, via Network Exposure Function (NEF). These capabilities can be used to support application session continuity in OP. OP will require to perform close coordination with 5G core network procedures using the different services exposed by NEF. 
Some of the key services (or network capabilities), as specified in 3GPP standard, which can be used to support session continuity are,
· Event Reporting: Provides support for event exposure
· NEF Service : Nnef_EventExposure
· Allows for configuring the specific events, the event detection, and the event reporting to the requested parties
· Events may include e.g., loss of connectivity, Location reporting, Roaming status, etc.
· Location reporting events may help authorized external AF (e.g., OP in the role of AF) to ascertain the UC location and influence mobile core network over SBI-NR to trigger User Plane change if needed  
· AS session with QoS: Requests the network to provide a specific QoS for an AS session
· NEF Service : Nnef_AFsessionWithQoS
· Input parameters includes Description of the application flows, QoS reference, a period of time or a traffic volume for the requested QoS which can be included in the request to NEF
· QoS reference refers to pre-defined QoS profiles which have been configured by the MNO in the core network and which can be used by external AF to request specified QoS for application sessions
· OP can also infer from QoS status notifications from NEF if the requested QoS by app provider are not being met. In that case user plane relocation (Traffic Influence APIs) may be initiated by OP via NEF APIs(SBI-NR) to request 5G Core to initiate user plane reselection process and it may possibly result in triggering of session mobility event in mobile network
· The end-to-end QoS for edge application is expected to be known by the app providers. They should be able to select the QoS profiles offered by OP which can be used for providing a good quality of experience (QoE) to the users of the applications. At same time the end users consuming the edge applications would have a subscription plan with the home MNO which would define the QoS entitlement what they may expect from the network. 
· Traffic Influence: Provide the ability to influence traffic routing
· NEF Service: Nnef_TrafficInfluence
· Request to NEF may include parameters e.g. 
· The IP address of the UE if available, GPSI, DNN, traffic filtering information, a list of DNAI(s), N6 traffic routing information 
· Indication of application relocation possibility, AF acknowledgment to be expected, Early and/or late notifications about UP path management events
· External Application Functions e.g., OP, in the role of AF, need to provide various parameters as indicated above in SBI-NR interface APIs to the mobile core network 
· Some of the parameters e.g., DNAIs, DNN etc., may need to be configured by the MNO to OP for setting up the network topology information 
· Chargeable party: Requests to become the chargeable party for a data session for a UE
· NEF Service : Nnef_ChargeableParty
· External entities like OP in the role of an AF can initiate request towards 5G core network via NEF containing parameter e.g., UE address, description of the application flows, Sponsor Information, Sponsoring Status, etc.
· QoS notifications containing information about application session quality may be used by OP to derive an average QoS offered for an application session which may have experienced multiple session relocations across edge clouds due to device mobility
· As the QoS for the application sessions at different edge clouds may not always have the same level, the QoS data collected via these notifications can be used by the OP to profile the QoS distributions across edge clouds
Note: Insights collected from the QoS distribution profiles can potentially be used for different purposes e.g., for optimizing the application placement decisions etc.
======= End of Change No. 11 (Annex G)========
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