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*************************************** Change 1 **************************************************

[bookmark: _8k9x71uk18di]1.1       Definitions
	Term
	Description

	Application Client
	The application functionality deployed on the User Equipment. It works with the User Client (UC) to use the Edge Cloud service provided by the Operator Platform

	Application Instance
	A single deployment of an Edge Application.

	Application Provider
	The provider of the application that accesses the OP to deploy its application on the Edge Cloud, thereby using the Edge Cloud Resources and Network Resources. An Application Provider may be part of a larger organisation, like an enterprise, enterprise customer of the OP, or be an independent entity.

	Availability Zone
	An OP Availability Zone is the equivalent of an Availability Zone on Public Cloud. An Availability Zone is the lowest level of abstraction exposed to an Application Provider who wants to deploy an Application on Edge Cloud. Availability Zones exist within a Region. Availability Zones in the same Region have anti-affinity between them in terms of their underlying resources - this ensures that in general terms, when an Application Provider is given a choice of Availability Zones in a Region, they are not coupled which ensures separation and resilience.

	Capability Exposure Role
	The OP role in charge of the relationship with the Application Providers. It unifies the use of multiple Edge Clouds, which may be operated by different Operators/OP Partners and accessed through different Operator Platforms.

	Certificate Authority
	An entity that issues digital certificates.

	Cloudlet
	A point of presence for the Edge Cloud. It is the point where Edge Applications are deployed. A Cloudlet offers a set of resources at a particular location (either geographically or within a network) that would provide a similar set of network performance.

	Data collection interval
	A common interval for data reporting that should be negotiated to facilitate federation.

	Data Protection
	Legal control over access to and use of data stored in computers.

	East/Westbound Interface
	The interface between instances of the OP that extends an operator's reach beyond their footprint and subscriber base.

	Edge Application
	The application functionality deployed on the cloudlet

	Edge Cloud
	Cloud-like capabilities located at the network edge including, from the Application Provider's perspective, access to elastically allocated compute, data storage and network resources.
Edge Clouds are targeted mainly at Edge-Enhanced Applications and Edge-Native Applications.
In the context of this document, the Edge Cloud is managed by an Operator Platform's Service Resource Manager Role.
The phrase "located at the infrastructure edge" is not intended to define where an Operator deploys its Edge Cloud. The Edge Cloud is expected to be closer (for example, latency, geolocation, etc.) to the Application Clients than today's centralised data centres, but not on the User Equipment, and could be in the last mile network.
Note 1: This definition is based on that in "Open glossary of edge computing", v2.0 [3].

	Edge Cloud Resources
	In the context of this document, resources of the Edge Cloud Service that are managed by the Service Resource Manager Role.

	Edge-Enhanced Application
 
	An application capable of operating in a centralised data centre but which gains performance, typically in terms of latency, or functionality advantages when provided using an Edge Cloud. These applications may be adapted from existing applications that operate in a centralised data centre or may require no changes.
Note 1: This definition is based on that in "Open glossary of edge computing", v2.0 [3].

	Edge Interconnection Network (EIN)
	A direct and dynamically managed(optionally pre-existing) interface between two EC instances. Interface shall use existing network infrastructure for connection establishment, and may have security and rules applied based on the EC and OP requirements.

	Edge-Native Application
 
	An application that is impractical or undesirable to operate in a centralised data centre. This can be due to a range of factors from a requirement for low latency and the movement of large volumes of data, the local creation and consumption of data, regulatory constraints, and other factors. These applications are typically developed for, and operate on, an Edge Cloud. They may use the Edge Cloud to provide large-scale data ingest, data reduction, real-time decision support, or solve data sovereignty issues.
Note 1: This definition is based on that in "Open glossary of edge computing", v2.0 [3].

	Federation Broker Role
	The OP role in charge of easing the relationship between federated OPs. For example, it allows an OP to access many other OPs through a single point of contact and simplify its contractual relationships.
The Federation Broker Role is optional since a federation can be performed directly between two Federation Managers (in a one-to-one relationship).
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*************************************** Change 2 **************************************************

[bookmark: _qktu83ek43cu]1.5       Abbreviations

	Term
	Description

	5G
	5th Generation Mobile Network

	5GC
	5G Core

	AAA
	Authentication, Authorisation and Accounting

	AAF
	Application Authorisation Framework

	AF
	Application Function

	AMF
	Access and Mobility Management Function

	API
	Application Programming Interface

	AR
	Augmented Reality

	B2B
	Business to Business

	B2B2C
	Business to Business to Consumer

	B2C
	Business to Consumer

	CDM
	Common Data Model

	CER
	Capabilities  Exposure Role

	CI/CD
	Continuous Integration / Continuous Development and Deployment

	CISM
	Container Infrastructure Service Manager

	CPU
	Central Processing Unit

	CRUD
	Create, Read, Update and Delete

	DBaaS
	DataBase as a Service

	DC
	Data Centre

	DDoS
	Distributed Denial of Service

	DL
	DownLink

	DNAI
	Data Network Access Identifier

	DNN
	Data Network Name

	DoS
	Denial of Service

	EAS
	Edge Application Server

	ECP
	Edge Computing Platform

	ECS
	Edge Configuration Server

	EEC
	Edge Enabler Client

	EES
	Edge Enabler Server

	EIN
	Edge Interconnection Network

	ETSI
	European Telecommunications Standards Institute

	ITU
	International Telecommunication Union

	KPI
	Key Performance Indicator
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[bookmark: _Ref74571932][bookmark: _Toc100853650]2. Architectural Requirements
[bookmark: _Toc54104623][bookmark: _Toc54267735][bookmark: _Toc100853651]2.1 High-Level Requirements
…
[bookmark: _Ref51604233][bookmark: _Toc54104625][bookmark: _Toc54267737][bookmark: _Toc100853653]2.1.2 Functionality offered to Application Providers
The OP and its architecture shall fulfil the following requirements related to the functionality offered to Application Providers:
1. The OP architecture shall allow an Application Provider to use a common interface to manage edge applications deployed towards the subscribers of multiple operators subject to an agreement with the operators involved.
Note: 	such an agreement could result in the federation of OPs between involved operators.
The interfaces that an OP provides to Application Providers for the development and deployment of edge applications shall allow for easy deployment of applications developed for public clouds.
The OP shall allow an Application Provider to reserve resources for future application deployments, ensuring the availability of the booked capacity.
The OP shall hide the complexity of the OP architecture, the involved operator networks and client access to those networks from Application Providers.
There is a "separation of concerns" of the OP and Application Providers, meaning that the Application Providers and OP do not require knowledge of each other's internal workings and implementation details, for instance:
the OP does not expose its internal topology and configuration, Cloudlets' physical locations (see note), internal IP addressing, and real-time knowledge about detailed resource availability (Resources are provided as a virtualised service to an Application Provider); 
the OP does not know how the application works (for instance, it does not know about the application's identifiers and credentials). 
Note: 	The OP provides information on the geographical Region(s) where the edge cloud service is available. The Application Provider provides information sufficient for the OP to process the request and (if accepted) fulfil it. 
The OP architecture shall allow an Application Provider deploying an application using the OP to monitor the application's usage across the networks on which it is deployed.
The OP architecture shall allow an application deployed within an operator network to interface securely with the application's back-end infrastructure outside of the operator network.
The OP architecture shall allow an application deployed within an operator network to store data in a manner that is secure and compliant with applicable local regulations.
The OP shall enable the utilisation of Cloud Resources that support deploying applications as VMs or Containers. 
The OP shall support applications packaged as VMs and Containers.
Note:	These are requirements on what the OP architecture shall enable. It is up to the individual parties providing an OP to decide whether they offer these capabilities in their deployment.
The OP shall expose network capabilities to Application Providers, including longer-term managed network services (such as for QoS, i.e. Quality of Service) and shorter-term or transactional style services (such as SIM-derived services, such as location verification).
The OP shall allow an application to be deployed within an operator network where it can utilise the optimum resources, and for the same OP can decide to relocate the application to another appropriate EC.

[bookmark: _Toc54104626][bookmark: _Toc54267738][bookmark: _Toc100853654]2.1.3 Functionality offered to End-Users/Devices 
The OP and its architecture shall fulfil the following requirements related to the functionality offered to end-users and their devices:
1. The OP shall allow end-user devices to access services provided through Edge Enhanced and Edge Native Applications.
2. The OP shall allow the end-user to access Edge applications deployed on edge resources seamlessly and securely.
3. Services provided as Edge Enhanced and Edge Native Applications to end-user devices shall remain available while that device moves within the operator network and when it moves to another operator's network. This latter case is subject to an agreement between the involved operators (i.e. home and visited) and the Application Provider's requirements (e.g. locality, availability when roaming).
Note: 	Because it applies only to visiting subscribers, such an agreement may differ from a federation agreement to deploy and expose applications on another operator's OP infrastructure to their subscribers.
[bookmark: _Ref51604243][bookmark: _Toc54104627][bookmark: _Toc54267739][bookmark: _Ref66812920][bookmark: _Toc100853655]2.1.4 Functionality offered to Operators
The OP and its architecture shall fulfil the following requirements related to the functionality offered to operators:
1. The OP architecture shall allow an operator to monitor and track the usage by an OP of its compute (including specialised compute), storage and networking resources.
2. The OP architecture shall enable operators to monitor their subscribers' usage of Edge Cloud resources (including network) in a visited network.
3. The OP architecture shall enable operators to setup EIN, and monitor usage of EIN for charging.
4. The OP architecture shall allow an operator to charge for the services and capabilities provided by OP to application providers, subscribers, and other operators.
5. The OP architecture shall allow the OP to influence the quality of service delivered by the network for the interaction between an end-user device and an application.
6. If the Operator Platform is part of the operator's security domain (see Note 2), it can access the network and cloud resources through the SBI (and any other operating interface).
Note 1: 	An operator may choose to outsource some of its functionality to another party. For example, an operator could devolve the management of its edge cloud service to an external OP. That external OP would know some details about the operator's internal workings, such as its Cloudlets' physical locations. This approach would require an agreement covering commercial, data protection, security, legal issues, etc. 
Note 2: 	Security Domains administer and determine the classification of an enclave of network equipment/servers/computers. Networks using different security domains are isolated from each other. Security Domains are managed by a single administrative authority. Within a security domain, the same level of security and usage of security services is typical. For example, a network operated by a single operator or a single transit provider typically constitutes one security domain, although an operator may subsection their network into separate sub-networks. See 3GPP TS 33.210 Network Domain Security (NDS); IP network layer security.
7. Similarly, there is a "separation of concerns" of the operators between each other and between OPs. Where the Operator Platform is not part of the operator's security domain, there is also a "separation of concerns" of the operators from the OP. "Separation of concerns" again means that they do not require knowledge of each other's internal workings and implementation details. For instance, the operators do not expose their internal topology and configuration, Cloudlets' (exact) physical locations, internal IP addressing, and real-time knowledge about detailed resource availability from one operator to other.
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[bookmark: _Toc54104629][bookmark: _Toc54267741][bookmark: _Toc100853657]2.2 Edge Enabling Requirements
[bookmark: _Toc54104635][bookmark: _Toc54267747][bookmark: _Toc100853663]2.2.6 Lifecycle management of Edge Applications
…
2.2.7 Edge Interconection Network (EIN) management
The OP shall provide a way to setup and manage EIN between two ECs.
Which include the following:
· Communicating connection information of the peer ECs
· Enforcing security guidelines and providing security parameters to ECs
· Handling of federation establishments (FS)
· Enforcing rules – access control, traffic filtering, application filtering etc
· EIN Termination

Note : Actual EIN setup and termination may be delegated to underlying network infrastructure controller.
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[bookmark: _Toc54104663][bookmark: _Toc54267775][bookmark: _Toc100853704]3.5.2 Southbound Interface
[bookmark: _Ref96511979]SBI-CHF
The operator that runs the OP decides on its commercial model and how it charges for OP services. There are many potential choices. Two simple examples are subscription-based and pay per use, whilst a more complex example is demand-based pricing. The OP architecture, therefore, defines various information to support a variety of commercial models. However, a particular commercial model may only require a subset of the information, while another may require additional details. When a service uses federated resources, the two operators need to agree in advance on what charging information to report. Note that this is independent of the commercial model between the application provider and its OP.
Finally, OP shall expose all of that information to an external charging engine through an SBI for charging (SBI-CHF) under Operator or resource owner control so that each stakeholder can define its commercial strategy, models and offers. This interface shall be exposed from the Service Resources Manager role, as it is the cloud and network resources manager.
3.5.2.4 SBI-EIN
For various operations OP will trigger ECs to communicate with each other directly. Example of such operations are:
1. Application relocation to new EC.
2. Application context relocation to new EC.
3. Application load sharing or failover handling.
For above mentioned example operations, those can be executed over EIN via ECs and applications running on it. OP will enable ECs to establish EIN by providing right information and rules over SBI-EIN interface.



*************************************** Change 6 **************************************************

2. [bookmark: _Toc100853723]Service flows
[bookmark: _Toc100853730]4.7 Application deployment In the Federated Operator Domain
This procedure describes the application deployment in a cloudlet of a federated operator domain and may be provided in a future version of this document.
[bookmark: _Toc100853731]4.8 Application Service and Session Continuity in the home network
Figure 15 provides a logical view of the various network interfaces, entities, and sequence of events on the different interfaces required for a coordinated effort to enable Session Continuity for edge applications in conjunction with the mobile network. The figure assumes the following pre-requisites,
The OP provides services in Zone-1 and Zone-2. 
Cloudlet “EC Platform Site #1” belongs to Zone-1, and “EC Platform Site #2” belongs to Zone-2
The OP has been configured with the network topology information and network routing infrastructure information for dynamically generating the application traffic filtering and routing rules for the SBI-NR interface
The sequence of events shown in Figure 15 assumes that the application onboarding and subscription for mobility events with the 5G core network have been completed by the OP (see section 4.6). 
Figure 15 covers an OP's possible tasks to support application Service and Session Continuity. The flow assumes that the 5G Core, based on the UE's subscription data and Operator's configured policies, selects the SSC mode 2 “Break-Before-Make” for the UE PDU Session when its location changes due to mobility.
[image: ]
[image: ]
[bookmark: _Ref97114642]: OP Application Relocation flow
Following are the details of the various steps marked in numbers in Figure 15, highlighting the role and objectives of the different interfaces:

1. As the UE moves, it changes to a location covered by Zone-2 from its earlier site in Zone-1. This causes the mobile network to assign a new User Plane in the subscriber's current location to maintain the agreed level of session QoS.
2. Because the OP has subscribed to mobility events (via the Traffic Influence Service APIs), the NEF informs the OP about the User Plane (UP Path) change event via the NEF APIs. The 5G Core based on the SSC mode can preserve the UE IP address or assign another network attachment point without preserving the IP address as described in section 2.2.7.3 Requirements for Application Session Continuity. Figure 15 assumes that the network has selected SSC Mode 2 for this session.
3. Acting on the early notification from the network on the possible change in User Plane for the UE for ongoing PDU session, the OP performs the new edge selection for the UE, i.e. “EC Platform Site #2” in Zone-2, which is deployed to provide edge services in the current location of the UE. The OP can create a new Application Instance or select an existing Application Instance in the selected zone. 
4. When an Application Instance has been chosen, the OP can initiate synchronisation of the application states using edge interconnection network
5.  OP can check if EIN is already setup between the S-EC and T-EC. If not, then OP will help setup the EIN connection between two ECs.OP will then push application traffic steering rules on EIN for the user plane being allocated etc.The Application session state synchronization may involve the application itself subscribing and consuming NBI APIs.The tasks mentioned are indicative and depend on how an OP implementation is designed. Note: 	For the OP's interactions with the 5G Core over the SBI-NR, any of the activities described above are not necessarily dependent on when the OP needs to confirm to the mobile network to complete the User Plane change procedures. OP implementations may use, for example, predictive analytics to estimate the possible future locations for the UE based on the location events received and may prepare early for the application relocation management tasks outside of the scope of this document.
6. [bookmark: _Ref97119408]The OP informs the UC of the new end points for the application while the UC may continue the ongoing application session with the initial Application Instance.
7. The OP acknowledges that the 5G core network can complete the User Plane change process (UPF-4) and provides the traffic filtering and routing rules for the new Application Instance on Zone-2. The 5G Core instructs the UE to complete the handover to the new User Plane for data communications. If the edge application has subscribed to User Plane change events, the OP shall also notify the edge application.
8. Based on the User Plane change confirmation event on the SBI-NR interface from the mobile core network, the OP notifies the UC to switch communication to a new application instance using the application end points provided in step 186.
9. The UE continues the ongoing session with the new application instance on “EC Platform Site #2” in Zone-2, i.e. the new location of the UE, using the new endpoints received in step 186 via UPF2.
Note: 	The flow does not provide the coverage of other mobility events, e.g., an early notification from the SBI-NR for User Plane change events which could also be notified to UC over the UNI to enable UC apps to prepare for any application-level relocation tasks
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[bookmark: _Toc54104667][bookmark: _Toc54267779][bookmark: _Toc100853732]5. Requirements on interfaces and functional elements
This section defines the requirements of the interfaces and functional elements that make up the OP architecture. They should be fulfilled by solutions developed in SDOs (see section 6) and implementations provided by the open-source community.
[bookmark: _Toc54104668][bookmark: _Toc54267780][bookmark: _Toc100853733]5.1 Interfaces
[bookmark: _Toc54104669][bookmark: _Toc54267781][bookmark: _Toc100853734]5.1.1 Northbound Interface
…
5.1.6 Southbound Interface to Edge Interconnection Network
5.1.6.1 High-Level Requirement
The OP shall provide the interface for control/management of the EIN between two ECs.
EIN between two ECs of different Opetators is out of scope for current version.
OP will help enable EIN, but not keep track of the interface management further.

The OP shall help setup EIN between two ECs, and optionally provide security guidelines. 
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[bookmark: _Ref73431879][bookmark: _Toc100853745]6. External fora conclusions and collaboration model
A consistent set of standards is required to realize Operator Platform (OP) services supporting federation among operators. These standards must be well-supported by Standards Development Organizations (SDOs) and cover the requirements identified and documented in this current 
The OPG also recognizes that Open Source communities (OSCs) exist with API specifications and software blueprints that may approach the OP requirements. The OPG believes that, for operators to develop a federated edge computing platform such as the OP, requirements must be enforceable in contracts by a published set of standards.
To this end, the OPG proposes selecting ETSI ISG MEC and 3GPP to provide a standard reference for an edge service end to end definition.
We note that EDGEAPP architecture and ETSI ISG MEC architecture could complement each other in a way that is acceptable to OPG:

 
: Relationship between ETSI ISG-MEC and 3GPP EDGEAPP architectures (Source: Informative Annex C in 3GPP TS 23.558)
Both EAS and MEC Application are application servers and can provide similar application-specific functionalities. EAS utilizes the services of the EES, whereas MEC Application utilizes the services provided by the MEC platform as specified in ETSI GS MEC 003. The EAS and MEC Application can be collocated in an implementation.
ETSI ISG MEC specifies handling application-specific management for MEC Apps, while 3GPP SA5 provides application-specific management aspects concerning the 3GPP EDGEAPP architecture. OPG encourages collaboration between 3GPP and ETSI for harmonising the application management.
Applied to the OP interfaces, the following mappings and gaps exist by selecting ETSI ISG MEC and 3GPP. Additional OSC implementation could be adopted as and where needed and contributed based on gaps and needs of OPG requirements.
UNI: Device communication interface needs to be part of the 3GPP architecture and relates to how devices connect to the network.
SBI-NR: Relationship from the edge platform to the core network, as defined by 3GPP. 
SBI-CHF: Currently only standardized for charging engine/function/system on 3GPP and related interfaces to connect to other elements. 
SBI-CR: Although it shall remain open to multiple architectures (as indicated in section 3.5.2.1.2) and considering the current industry solutions, the ETSI ISG NFV architecture is used as a reference for cloudlet functionality, because of its current alignment with 3GPP, but also because of the similarity of Edge Computing and Network Function Virtualisation.
SBI-EIN: ETSI GS MEC 003 defines the requirement for this control interface between different ECs
E/WBI: Already in the scope of ETSI ISG MEC with a close relationship with applications deployment and developers. 3GPP SA6 provides some details on this aspect but will need to provide the details for the network-related use cases, such as roaming.
NBI: No single SDO covers a complete interface NBI as required by OPG to handle the application provider relationship. Since this is an area where Application Providers and OSCs are very active, we propose a parallel task to align them with the selected SDOs and provide convergence. ETSI ISG MEC and 3GPP both handle the application side interactions required to host NBI and shall align the capabilities exposure. OPG proposes for ETSI ISG MEC to host the NBI standard.
Note: 	Management plane functionalities will be covered and aligned with proper standard and industry groups in a later phase.
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AnnexA Mapping of Requirements to External Fora
A.1 ETSI
A 1.1 ETSI ISG MEC
..
[bookmark: _Toc54104684][bookmark: _Toc54267796][bookmark: _Toc100853752]A 1.5 ETSI ISG MEC activities relevant to the E/WBI interface
Inter MEC communication work is planned in ETSI ISG MEC under the Inter-MEC communication work item. It is assumed that this work is relevant to the area of the E/WBI.
A 1.6 ETSI ISG MEC activities relevant to the ENI interface
ETSI ISG MEC 003: The framework and reference architecture mentions mp3 interface for the Inter-MEC communication and lists the requirements.
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