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***************************************CHANGE 1 ****************************************
1. Introduction
[bookmark: _Ref74571932][bookmark: _Toc100853650][bookmark: _Toc54104623][bookmark: _Toc54267735][bookmark: _Toc100853651]Architectural Requirements
High-Level Requirements
[bookmark: _Toc54104629][bookmark: _Toc54267741][bookmark: _Toc100853657]Edge Enabling Requirements
[bookmark: _Toc54104630][bookmark: _Toc54267742][bookmark: _Toc100853658]High-Level Requirements
The following requirements apply for the OP related to enabling access to the edge:
The OP shall allow the operator to expose compute and storage resources within the Operator or Partner network on which applications can be deployed for use by specialised and regular end-user devices.
The OP architecture shall allow an application deployed on cloudlets within the operator network to interact with low latency with applications deployed at nearby operator network cloudlets, including those of other operator networks in the same area.
[bookmark: _Toc54104631][bookmark: _Toc54267743][bookmark: _Toc100853659]Resource management requirements
General principles
"Resource" refers to edge compute resources (processing and storage) and associated networking. 	Comment by Sandra Ondrusova: We have “Edge Cloud Resources” in 1.4. What is the difference? If it is something new, we should add a new definition to 1.4	Comment by Tom Van Pelt: Probably it's the same thing, but this should really be a note.
TheAs general principles for Resource Management are as follows:	Comment by Sandra Ondrusova: ?? what does it mean? General principles for what?	Comment by Tom Van Pelt: "General principles for Resource Management"?
The OP provides edge compute resources as a virtualised service to an Application Provider or another party in the OP ecosystem (for example, an aggregator or another operator).
This Application Provider or other party – and only this one - is responsible for managing the Edge Applications on the virtualised resource that they have been provided. 
Note: 	Having exactly one entity managing a virtualised resource avoids the technical complexity of multiple controllers, which would require capabilities such as grants and reservations, as well as more complex commercial considerations.
Resource management
The OP and its architecture shall fulfil the following requirements related to managinges edge compute resources (processing and storage) and associated networking:
An OP shall provide edge compute resources on a virtualised basis to another party in the OP ecosystem (e.g. an Application Provider, a Partner OP or another operator).
An OP shall manageis responsible for managing the virtualised resources with which it has been provided. For example, this includes the reservation, de-reservation, allocation, de-allocation and potentially in-life management (such as scaling) of virtualised resources to a specific Application Provider.
If one OP or Application Provider overloads the virtualised resource assigned to the application instance it has been allocated, this should not degrade the performance of other resources assigned to the other Ops or Application Providerss. 	Comment by Sandra Ondrusova: Resources of the OP or the application instance?	Comment by Tom Van Pelt: Resources of the OP assigned to the application instance. It shouldn't have access to any other resources and can thus not overload them.	Comment by Sandra Ondrusova: changed	Comment by Sandra Ondrusova: Of others what? OP, application instances?	Comment by Tom Van Pelt: Of "resources assigned to other OPs or Application Providers"	Comment by Sandra Ondrusova: changed
An OP or an Application Provider does not have visibility of the resources that another OP or Application Provider has allocated or is using.	Comment by Sandra Ondrusova: These are requirements. They must have “shall/must/have to”. 	Comment by Tom Van Pelt: Agree, but there's another issue, namely "provide' to whom? I assume to the Application Provider or other OPs.	Comment by Sandra Ondrusova: Good question. I assume the same. changed	Comment by Sandra Ondrusova: Another what? App instance or OP?	Comment by Tom Van Pelt: "Another OP or Application Provider"	Comment by Sandra Ondrusova: changed
All parties in the OP ecosystem shall use the same data model for the virtualised resources. 
It shall be is optional for resource management to provide telemetry or other metrics to Application Provider or other Ops from the edge node. 
Resource Reservation
The OP, as manager of the edge compute resources, shall allow Aapplication Pproviders to optionally reserve resources that they may not consume immediately. This feature allows Application Providers to ensure resource availability independently from when they may deploy/modify the different applications under their control. 
An Application Provider shall be able to reserve a certain amount of resources that would be logically bound to them.
An OP shall validate the reservation based on the currently available resources and ensure that those booked resources, the amount reserved by the application provider, remain available until the Application Provider requires them. 
An Application Provider shall assign (or modify) reserved resources to an application when deploying (or modifying) it.
[bookmark: _Toc54104632][bookmark: _Toc54267744][bookmark: _Toc100853660]Cloud application development
The OP shall retain the generic benefits of cloud application development, hosting and staging native to public cloud deployments. This functionality includes: 
Support for Continuous Development through code development pipelines similar to those provided in a public cloud.
Support for Continuous Integration through staging in edge test sites.
[bookmark: _Toc54104633][bookmark: _Toc54267745][bookmark: _Toc100853661]Edge deployment enhancements
The OP shall enhance the edge deployment of application instances to make it easy to integrate edge applications coming from the public cloud. 	Comment by Sandra Ondrusova: What appications? Edge applications?	Comment by Tom Van Pelt: Applications is probably fine if sticking to the conceptual definitions suggested in the CR to section 2.1. This is describing the transition from a generic Application to the more specific Edge Application. So the more generic term seems appropriate.	Comment by Sandra Ondrusova: Let’s agree on the definitions first and then change it here later	Comment by Sandra Ondrusovar1: Added “edge” based on the discussion on terminology
[bookmark: _Toc54104634][bookmark: _Toc54267746][bookmark: _Toc100853662]Data Protection Management
The OP shall offer Data Protection management. Specifically:
Data protection regulations differ between countries and regions (such as the EU). The Application Provider shall be able to restrict where the Edge Application is deployed (country, region) to meet Data Protection requirements.
The OP shall be able to serve the Data Protection needs of Application Providers and enterprises by protecting data beyond regulatory requirements. 
[bookmark: _Toc54104635][bookmark: _Toc54267747][bookmark: _Toc100853663]Lifecycle management of Edge Applications
The process lifecycle management of Edge Applications should be based on the following suggested workflow for deployment: 
Create Tenant Space: a tenancy model which allows auto-scaling and deploying microservices as a set of containers or Virtual Machines (VMs). 	Comment by Sandra Ondrusova: We already explained it in 1.4	Comment by Tom Van Pelt: I think that there's something to say to write the expanded form also the first time a term occurs in the body text, but that's almost a matter of taste.	Comment by Sandra Ondrusova: The first occurrence is in 1.4. It can be removed here
Create the application manifest, specifying the application information, defining an application mobility strategy that includes QoE, geographical store and privacy policies;
Create the application backend instance, including autoscaling. 
[bookmark: _Toc100853664]Mobility Requirements
Mobile subscribers accessing the edge resources can move to different locations within or outside their home operator's footprint, and they can do so while using the service. In all these cases, the subscribers may expect applications that depend on application functionality deployed on edge resources to provide an experience similar to what they are used to (i.e. when not mobile). The following sections detail the requirements to enable that.
The following connectivity models have been specified in 3GPP TS 23.548 [26] to enable Edge Computing in 5G networks:
Distributed Anchor Point
Session Breakout
Multiple Protocol Data Unit (PDU) Sessions
Each of these connectivity models may be used to optimize the user plane data routing towards the Edge cloud. During UE mobility between networks of different operators, the requested level of QoS shall be provided with connectivity to the appropriate Edge Applications instance(s) irrespectively of the connectivity models and session continuity modes. Mapping a QoS model to network implementation and the methods for Edge Application server discovery shall be the responsibility of each operator OP and operator deployments may differ but should be compatible with 3GPP specifications.
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Figure 1 : 5GC Connectivity Models for Edge Computing, REF 3GPP TS 23.548 [26]
When Distributed Anchor Point is used, all applications connect to the closest anchor point; this method is device independent, including 4G devices. However, it also means that all sessions with the same Data Network Name (DNN) and Single Network Slice Selection Assistance Information (S-NSSAI) are directed to the distributed User Plane Function(UPF), not only edge traffic.
Session Breakout works for all 5G terminals with 5G coverage; however, it is not supported in 4G. 
Multiple PDU sessions are supported in 4G and 5G networks from 3GPP Rel-15 onwards, and the UE support is gaining momentum. UE Route Selection Policy (URSP) rules are sent to the UE when connecting to 5G so that traffic flows for edge applications can be separated from other traffic and routed to a local UPF/Edge Data Network.
The network shall support at least the Distributed Anchor Point connectivity model. It is recommended to consider Multiple PDU Sessions support as soon as commercially viable.
The following requirements apply for all three connectivity models listed above
An OP should be able to influence the URSP rules sent to the UE related to the applications managed by the OP.
NOTE: 	Some limitations exist when interworking with EPS, such as described in Annex E of 3GPP TS 23.548 [26].
It is recommended that Tthe OP, networks and terminals shall support all Session and Service Continuity (SSC) modes.	Comment by Sandra Ondrusova: It is a requirement	Comment by Tom Van Pelt: Based on the Phase 3 discussions, I am not sure that it should be. It may be a recommendation and could be a Should or a note then. This is anyway not going to change network or terminal support. So we're going to have to work with what is supported there.	Comment by Sandra Ondrusova: The paragraph starts with “The following requirements apply”, so it is a requirement and it has to have shall/should/must	Comment by Sandra Ondrusovar1: Maybe Bart can comment as this was from his CR
An OP shall be able to control UPF reselection in its own network via existing methods (Influence on traffic routing) to influence options for application distribution
The network can shall be able to notify the OP in case of UPF reselection. The NEF API is available and needs to be subscribed to for every session of interest.	Comment by Sandra Ondrusova: It is a requirement
The following requirements apply for the Multiple PDU Sessions connectivity model 
Home OP shall be able to influence the URSP rules sent to the UE related to the applications managed by OP 
The Multiple PDU sessions connectivity model allows for flexible (and dynamic) mapping of Application traffic to PDU sessions. Without URSP support to control and update the application to PDU session mapping, this flexibility will be unmanageable.
Roaming Requirements
The OP shall support subscribers accessing the service from outside their home operator's footprint (i.e. roaming subscribers). For those scenarios, the following applies:
Roaming subscribers shall be able to access applications deployed on edge resources within the visited network with the specified Characteristics.
Note 1:	This requires local breakout (LBO) of the subscriber's Protocol Data Unit (PDU)/Packet Data Network (PDN) connection to a UPF/PDN Gateway (PGW) in the visited network.
Note 2: To allow LBO for the subscribers, the agreements between operators need to be in place. Part of the information shared between the operators is the DNN/ Network Slice Selection Assistance Information (NSSAI) used for LBO.
Access of roaming subscribers to edge applications in the visited network shall be subject to authorisation by the subscriber's Home OP and the Visited OP.
An Application Provider shall be able to indicate whether their application is available to inbound/outbound roaming subscribers and, if so, in which networks.
Note 3:	Availability of the applications a subscriber wishes to access is currently assumed to be covered by the federation between networks. Roaming on a non-federated operator's network is not in scope.
If an OP is not available in the visited network or the OP managing the resources in that network is unavailable to the subscriber (e.g. the required federation or LBO roaming agreements are missing), the subscriber shall still be routed to the most favourable location. This would be the location in the network closest to the user where the application is available and authorised. Because the visited network cannot provide the application, the subscriber shall be routed to the edge application in the subscriber's home network, i.e. the next most favourable location.
An Application Provider shall be able to indicate whether their application can support access by subscribers connected to visited networks, given that such access may result in significant increases in latency.
Note 4:	As indicated in section 1.2, a seamless handover from home or visited network to another visited network is not in the scope of the current version of this document.
Requirements for defining geographical conditions on mobility
An edge application may wish to restrict its service to UEs in particular geographical areas or ensure that the application instance/function serving the UE is placed in the same zone. The movement of the UE out of the service area might not trigger a session anchor change of the UE. 	Comment by Sandra Ondrusova: What application? Edge application or application instance?	Comment by Tom Van Pelt: Edge application	Comment by Sandra Ondrusova: changed
The OP shall be able to receive an edge application’s 's geographical coverage restrictions as part of the application provider's criteria. These restrictions may be driven by privacy, data retention policies, etc.
The OP shall be able to receive geographical UE mobility events (e.g. when leaving a pre-defined area) from the network or the UE.
The OP shall perform the application instance mobility management process to ensure that the criteria are accomplished.
Note:	Section 5.2.2.2 provides more details on the instantiation process.
Note:	Area restrictions should be bound to availability zones
[bookmark: _Ref73460566]Requirements for Application Session Continuity
The objective is that the OP offers a seamless experience to an end-user, even as they move around the network. An edge application’s 's sensitivity to mobility is strongly influenced by its nature, including whether it is implemented as stateless or stateful.	Comment by Tom Van Pelt: Here I would stick to application as well because this is only about mobility of users and their associated application sessions rather than mobility of the instance itself.	Comment by Sandra Ondrusova: Will be changed based on the discussion for CR0002
The operator is responsible for the mobility management of the UE. There are four different types to be considered:
SSC Mode 1: Preservation of IP address, PDU/PDN session and UPF/PGW 
SSC Mode 2: 'Break before make' - change of IP address, PDU/PDN session and UPF/PGW
SSC Mode 3: 'Make before break' - change of IP address, PDU session and UPF
Inter-operator mobility - change of IP address, PDU/PDN session, UPF/PGW, operator and OP. 
Ideally, mobility is handled invisibly to the application's end-user by the mobile network operator, perhaps in conjunction with the OP and the application provider. 
With Mode 1, typically, the mobility is invisible to the application and the Application Provider. It is expected for the application to continue using the same edge compute resources despite mobility events.
With Modes 2 and 3 (and occasionally Mode 1), the OP and perhaps the Application Provider must do some work to minimise the impact on the experience provided to the end-user.
In those situations where the application instance serving the user is changed, an application session may need to be maintained to ensure that the user does not notice any effect on the received experience, such as a VR video delay during application instance reattachment. 
The OP shall be responsible for:
Deciding that a different edge compute resource can better host the Edge Application. The decision should take the Application Provider's policy into account. Such policy may depend on the application instace's sensitivity to a change of compute resource, required notification before a move, etc.	Comment by Tom Van Pelt: This may have to be the user's application session. There's some idea in some of the discussions that an application instance only serves one user and that if they move the instance follows them to the new location. Potentially something like that happens for some applications, but for most the user will just be assigned to an existing or newly instantiated resource in the new location and their context information would be transferred from the original to the new instance relying on some development patterns to provide application level service continuity.	Comment by Tom Van Pelt: Also here it may be just application	Comment by Sandra Ondrusova: Will be changed based on the discussion for CR0002	Comment by Sandra Ondrusovar1: Should it be changed to e2e application?
Maintaining an inventory of network and Edge Computing local resources to facilitate the mobility and enable advanced application and connection use cases, e.g. duplicating session traffic to ensure availability.
If the Application Provider requires, notifying them about this recommendation.
When required, informing the Application Provider about the mobility of the user, data session anchor change. The Application Provider is then expected to collaborate with OP in transferring the application state from one edge compute resource to another, preferably before the user's application session is routed to the new application server on the new edge cloud compute resource.
When required, notifying the Application Provider on a recommended change of edge compute resource, the Application Provider is responsible for determining the exact timing of the change. 
Note:	The end user's application experience may be compromised if the change of edge compute resource is delayed for too long.
Note:	It is for further study how to solve inter-operator session continuity.
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