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[bookmark: _Toc54104617][bookmark: _Toc54267729][bookmark: _Ref69748606][bookmark: _Ref69755107][bookmark: _Toc75969815]1.2 Scope
This document intends to guide the entire industry ecosystem; operators, vendors, OEMs, and service providers to define a common solution for exposing network capabilities and edge compute resources. The document provides an end-to-end definition of the Operator Platform for support in edge computing environments. The scope of this document covers requirements and architecture specifications that would guide the industry ecosystem into creating a common solution for exposing network capabilities and edge compute resources. The document intends to span an end-to-end view of the Operator Platform in edge computing environments. The ecosystem includes operators, vendors, OEMs, and service providers.
This document covers the following areas:
Operator Platform requirements
Focus on Edge Computing: The PRD should define edge computing exposure and network services integration for the Application Providers, whether within enterprises or independent third parties, to enable a simple and universal way of interacting with edge computing platforms. 
Open to new services: The PRD definition should allow the platform's evolution to expose additional services in the future, such as IP Communications and networking slicing, among others.
Architecture, functions and roles
Reference architecture for enabling edge computing: Definition of modular architecture suitable for implementation at the network edge.
Reference interfaces: Definition of interconnection for the end-to-end service, between service providers to end-users, network elements and federated platforms. This document focuses on Northbound, Southbound, East/West (i.e. Operator Platform Federation), and User to Network interfaces as a first approach.
Mobility: Network and terminal integration should allow service continuity against end-user mobility in the home and visited networks.
Standardisation and Open Source communities
Gap evaluation in the standards: This document analyses gaps in current networking and edge computing standards and identifies SDOs that are appropriate to complete the OP architecture via detailed specifications, protocols and Application Programming Interfaces (API).
The Detailed specification of architecture and interface specifications will be defined by SDOs or Open Source communities, using the baseline in this document.
The GSMA shall review progress to ensure that the end-to-end system is defined consistently across these organisations.
Evolution from legacy
Fit with established ecosystems: The OP defines the Mobile Operator staging of a broader cloud ecosystem. To meet tight market timing and minimise heavy lifting, it must fit into existing structures and staging, enabling Application Providers to spin their existing capabilities into the Mobile Edge space. Therefore, wherever possible, the OP reuses existing and established structures and processes.
This version of the document focuses on the use of the Operator Platform to provide services to devices attached to their home network. However, it also includes high-level requirements beyond this scenario because they may influence future architecture choices.
Future versions of this document may cover, for example, the following areas in greater depth:
The detailed impact of service access by devices that are attached to networks other than their home network (e.g. roaming, Wi-Fi, etc.) on the various interfaces and functions of the OP,
Access to edge resources in the visited network when no federation exists between that network's OP and the Home OP of a subscriber,
Low latency interaction between applications in different networks in a standardised manner (see section 3.3.10),
Exposure of operator network capabilities beyond edge resources (e.g. Network as a Service features offering improved QoS on network access),
Inclusion of further capabilities to allow providing a complete Platform as a Service offering,
The management in a federation of legal constraints that restrict an application's distribution to specific regions (see section 3.3),
Detailed requirements on the User Client (see sections 3.5.5.2 and 5.2.4),
A more detailed alignment with NG.126 [9] on the information elements that can be used on the different interfaces and in the OP's data model for the Edge Application and the Resource/Node,
Data Sharing capability, i.e. Data is 'open' for use by multiple application providers (see section B.8),
The sharing of an Application Server between different operators (see section B.8).
Exposure of operator network capabilities beyond edge resources concerning 3GPP Network Exposure Function (NEF) API/ Network Data Analytics Function (NWDAF) Analytics to expand the General Requirements to OP specific requirements/APIs (see section 5.1.4.2.2 requirements 9 to 12),
Mobility requirements for non-SIM UEs,
Service continuation between UEs and non-SIM UEs, i.e. requirements for application service continuation when a user switches between a UE and a non-SIM UE for the same service
OP and Edge Access when a UE's data switch is switched off
Offering network capabilities independent of edge
principles for exposing network capabilities to specify in detail metrics to be reported by the OP (see section 5.1.5.2)
Application service and session continuity scenario involving mobility from one operator network to another operator’s network and between 3GPP access and non-3GPP access.
The edge interconnection network and interface with the OP that an OP can use for edge application relocations and application state synchronization across Cloudlets 
The QoS management and mapping when a UE moves between 5G and 4G and between 5G and non-3GPP networks 
The 5G SSC mode interworking when a UE moves between 5G and 4G and between 5G and non-3GPP networks 
Capabilities for an OP to enable an Application Provider to select the Service and Session Continuity mode per application
UE IP address change event detection and changed IP address determination by UC applications due to SSC mode procedures in the mobile network.
OP considerations for Low Latency, Low Loss, Scalable Throughput (L4S) (IETF draft draft-ietf-tsvwg-l4s-arch-18)	Comment by Gunjal, Deepak: Added as per discussion in OPG
OP considerations for Net neutrality - TBD	Comment by Gunjal, Deepak: Added as per discussion in OPG. Need more inputs on more clear statement

======= Change No. 00  02  ========
1.4 Definitions
	Term 
	Description

	Alternative QoS References
	A prioritized list of alternative QoS profiles which refers to set of QoS parameters e.g., bit rate, packet delay budget etc. which OP should use in case specific QoS targets requested by app provider cannot be met 	Comment by Gunjal, Deepak: Added definition for Alternative QoS reference

	Application Client
	[bookmark: _Hlk41576674]The application functionality deployed on the User Equipment. It works with the User Client (UC) to use the Edge Cloud service provided by the Operator Platform

	Application Instance
	A single deployment of an Edge Application.

	Application Provider
	The provider of the application that accesses the OP to deploy its application on the Edge Cloud, thereby using the Edge Cloud Resources and Network Resources. An Application Provider may be part of a larger organisation, like an enterprise, enterprise customer of the OP, or be an independent entity.

	Availability Zone
	An OP Availability Zone is the equivalent of an Availability Zone on Public Cloud. An Availability Zone is the lowest level of abstraction exposed to an Application Provider who wants to deploy an Application on Edge Cloud. Availability Zones exist within a Region. Availability Zones in the same Region have anti-affinity between them in terms of their underlying resources - this ensures that in general terms, when an Application Provider is given a choice of Availability Zones in a Region, they are not coupled which ensures separation and resilience.

	Capability Exposure Role
	The OP role in charge of the relationship with the Application Providers. It unifies the use of multiple Edge Clouds, which may be operated by different Operators/OP Partners and accessed through different Operator Platforms. 

	Certificate Authority
	An entity that issues digital certificates.

	Cloudlet
	A point of presence for the Edge Cloud. It is the point where Edge Applications are deployed. A Cloudlet offers a set of resources at a particular location (either geographically or within a network) that would provide a similar set of network performance.

	Data collection interval
	A common interval for data reporting that should be negotiated to facilitate federation.

	Data Protection
	Legal control over access to and use of data stored in computers.

	East/Westbound Interface
	The interface between instances of the OP that extends an operator's reach beyond their footprint and subscriber base.

	Edge Application
	The application functionality deployed on the cloudlet

	Edge Cloud
	Cloud-like capabilities located at the network edge including, from the Application Provider's perspective, access to elastically allocated compute, data storage and network resources. 
Edge Clouds are targeted mainly at Edge-Enhanced Applications and Edge-Native Applications. 
In the context of this document, the Edge Cloud is managed by an Operator Platform's Service Resource Manager Role.
The phrase "located at the infrastructure edge" is not intended to define where an Operator deploys its Edge Cloud. The Edge Cloud is expected to be closer (for example, latency, geolocation, etc.) to the Application Clients than today's centralised data centres, but not on the User Equipment, and could be in the last mile network.
Note 1:	This definition is based on that in "Open glossary of edge computing", v2.0 [3].

	Edge Cloud Resources
	In the context of this document, resources of the Edge Cloud Service that are managed by the Service Resource Manager Role.

	Edge-Enhanced Application

	An application capable of operating in a centralised data centre but which gains performance, typically in terms of latency, or functionality advantages when provided using an Edge Cloud. These applications may be adapted from existing applications that operate in a centralised data centre or may require no changes. 
Note 1:	This definition is based on that in "Open glossary of edge computing", v2.0 [3].

	Edge-Native Application

	An application that is impractical or undesirable to operate in a centralised data centre. This can be due to a range of factors from a requirement for low latency and the movement of large volumes of data, the local creation and consumption of data, regulatory constraints, and other factors. These applications are typically developed for, and operate on, an Edge Cloud. They may use the Edge Cloud to provide large-scale data ingest, data reduction, real-time decision support, or solve data sovereignty issues. 
Note 1:	This definition is based on that in "Open glossary of edge computing", v2.0 [3].

	Federation Broker Role
	The OP role in charge of easing the relationship between federated OPs. For example, it allows an OP to access many other OPs through a single point of contact and simplify its contractual relationships. 
The Federation Broker Role is optional since a federation can be performed directly between two Federation Managers (in a one-to-one relationship).

	Federation Manager Role
	The OP role that publishes and provides access to the resources and capabilities of another OP, including its Capability Exposure Role and Service Resource Manager Role.

	Flavour
	A set of characteristics for compute instances that define the sizing of the virtualised resources (compute, memory, and storage) required to run an application. Flavours can vary between operator networks.

	Home OP
	The Operator Platform instance belonging to the subscriber's Operator; that is, whose PLMN identity (MCC and MNC) matches with the MCC and MNC of the subscriber's IMSI, as defined in 3GPP TS 23.122.
Note: non-SIM devices are for further study

	Leading OP
	The Operator Platform instance connected to the Application Provider and receiving the onboarding requests, sharing them to the selected federated platforms/operators.

	Local Breakout
	Edge Cloud Services are provided to a roamed UE by the Visited OP, rather than by the Home OP

	Network Resource Location
	The Network Resource Location is how near to the edge or the centre of the network an application is instantiated and Cloud resources are consumed. Whilst typically, an OP deploys an application on a Cloudlet at the edge of the network, it may choose to deploy it, for example, at a Regional level or centrally (but within the OP). The OP decides on the Network Resource Locations.

	Network Resources
	In the context of this document, the network services and capabilities provided by the Operator that are managed by the Service Resource Manager Role.

	Non-SIM User Equipment (Non-SIM UE) 
	Any device that is used by end-user that does not require SIM to access communication services. Examples of such devices are Tablets, Laptops, VR headsets, gaming consoles, IoT sensors etc. UCs and Application Clients are deployed on the Non-SIM User Equipment.

	Northbound Interface
	The interface that exposes the Operator Platform to Application Providers

	Operator
	In the context of GSMA OP, an Operator is a network operator that deploys an Edge Cloud, provides connectivity to User Equipment and has an Operator Platform.

	Operator Platform
	An Operator Platform (OP) facilitates access to the Edge Cloud capability of an Operator or federation of Operators and Partners. It follows the architectural and technical principles defined in this document. 
NOTE: Future versions of this document may extend the capabilities of the Operator Platform. 

	Partner
	An entity or other party that offers and provides a service or resource, in the context of the Operator Platform's federation, to other partners. Each partner hosts an OP and offers the resources through its E/WBI federation. For example, a partner can be an Operator that provides network, subscribers and cloud services or a hyperscaler / cloud provider that offers cloud services only.

	Partner OP
	An Operator Platform that federates with another Operator Platform and through the E/WBI offers its Edge Cloud capabilities to the other Operator Platforms.

	Region
	An OP Region is equivalent to a Region on a public cloud. The higher construct in the hierarchy exposed to an Application Provider who wishes to deploy an Application on the Edge Cloud and broadly represents a geography. A Region typically contains one or multiple Availability Zones. A Region exists within an Edge Cloud.

	Regional Controller
	The Regional Controller functions at the geographic Region level wherein it manages Cloudlets within that geography. The size of Cloudlets and the scope of geography managed by a Regional Controller is up to the operator to define.

	Representational Consistency
	Representational Consistency means that the information elements that the Application Provider exchanges with an Edge Cloud do not change as a function of the Partner OP with which it is ultimately interacting. This implies that a function of the Capabilities Exposure Role is to provide a consistent information model.

	Service Continuity
	The uninterrupted user experience of a service, including in those cases where the IP address or anchoring point change

	Service Resource Manager Role
	The OP role in charge of orchestrating Edge Cloud Resources and Network Resources for use by Application Providers and end-users. This role includes managing the application load over the Edge Cloud, the configuration of network capabilities, and the relationship with the UC.

	Session Continuity
	The continuity of a PDU Session. For PDU Session of the IPv4 or IPv6 or IPv4v6 types, "Session Continuity" implies that the IP address is preserved for the lifetime of the PDU Session

	Southbound Interface
	Connects the OP with the specific operator infrastructure that delivers the network, cloud and charging services and capabilities.

	Tenant
	A Tenant is the commercial owner of the applications and the associated data. 
Note: It is for further study how to align this concept with the commercial track. 

	Tenant Space
	A Tenant Space is a subset of resources from a Cloudlet that are dedicated to a particular tenant. A Tenant Space has one or more VMs running native or containerised applications or cover a complete server.

	User Client
	Functionality that manages on the user's side the interaction with the OP. The User Client (UC) represents an endpoint of the UNI and is a component on the User Equipment. 
NOTE: Different implementations are possible, for example, OS component, separate application software component, software library, SDK toolkit and so on.

	User Equipment (UE)
	Any device with a SIM used directly by an end-user to communicate. UCs and Application Clients are deployed on the User Equipment. By default, the term “UE” means UE with the explicit SIM-based Telecom wireless network connectivity throughout the document.  

	User-Network Interface
	Enables the UC hosted in the user equipment to communicate with the OP.

	Visited OP
	The Operator Platform instance that belongs to the Operator providing access to a roaming subscriber; that is, whose PLMN identity (MCC and MNC) matches with the MCC and MNC of a roaming subscriber's current VPLMN.
Note: non-SIM devices and non-3GPP access are for further study
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	Term 
	Description

	5G
	5th Generation Mobile Network

	5GC
	5G Core

	AAA
	Authentication, Authorisation and Accounting

	AAF
	Application Authorisation Framework

	AF
	Application Function

	AMF
	Access and Mobility Management Function

	API
	Application Programming Interface

	AR
	Augmented Reality

	B2B
	Business to Business

	B2B2C
	Business to Business to Consumer

	B2C
	Business to Consumer

	CAPIF
	Common API Framework

	CDM
	Common Data Model

	CER
	Capabilities  Exposure Role

	CI/CD
	Continuous Integration / Continuous Development and Deployment

	CISM
	Container Infrastructure Service Manager

	CPU
	Central Processing Unit

	CRUD
	Create, Read, Update and Delete

	DBaaS
	DataBase as a Service

	DC
	Data Centre

	DDoS
	Distributed Denial of Service

	DL
	DownLink

	DNAI
	Data Network Access Identifier

	DNN
	Data Network Name

	DoS
	Denial of Service

	EAS
	Edge Application Server

	ECP
	Edge Computing Platform

	ECS
	Edge Configuration Server

	EEC
	Edge Enabler Client

	EES
	Edge Enabler Server

	ETSI
	European Telecommunications Standards Institute

	E/WBI
	East/Westbound Interface

	eMBB
	Enhanced Mobile Broadband

	FPGA
	Field Programmable Gate Array

	FQDN
	Fully Qualified Domain Name

	GDPR
	General Data Protection Regulation

	GMLC
	Gateway Mobile Location Centre

	gNB
	gNodeB

	GPS
	Global Positioning System

	GPSI
	Generic Public Subscription Identifier

	GPU
	Graphic Processing Unit

	GW
	GateWay

	HPLMN
	Home Public Land Mobile Network

	HTTP
	HyperText Transfer Protocol

	IaaS
	Infrastructure as a service

	ID
	IDentifier

	IMSI
	International Mobile Subscriber Identity

	I/O
	Input/Output

	IoT
	Internet of Things

	IP
	Internet Protocol

	IPsec
	Internet Protocol Security

	ISG
	Industry Specification Group

	ITU
	International Telecommunication Union

	KPI
	Key Performance Indicator

	L4
	Layer 4

	LADN
	Local Area Data Network

	LAI
	Location Area Identification

	LBO
	Local BreakOut

	LCM
	Life-Cycle Management

	MCC
	Mobile Country Code

	MEC
	Multiaccess Edge Computing

	MNC
	Mobile Network Code

	MR
	Mixed Reality

	MSISDN
	Mobile Subscriber Integrated Services Digital Network Number

	NAS
	Non-Access Stratum

	NAT
	Network Address Translation	Comment by Gunjal, Deepak: Abbreviation for NAT added

	NBI
	Northbound Interface

	NDS
	Network Domain Security

	NEF
	Network Exposure Function

	NSSAI
	Network Slice Selection Assistance Information

	NPU
	Neural Processing Units

	NUMA
	Non-Uniform Memory Access

	NWDAF
	Network Data Analytics Function

	OCI
	Open Container Initiative

	OP
	Operator Platform

	OS
	Operating System

	OSC
	Open Source Community

	OTT
	Over the Top

	PaaS
	Platform as a service 

	PCF
	Policy Control Function

	PCRF
	Policy and Charging Rules Function

	PDN
	Packet Data Network

	PDU
	Protocol Data Unit 

	PGW
	PDN (Packet Data Network) GateWay

	PII
	Personally-Identifiable Information

	PRD
	(GSMA) Permanent Reference Document

	QoE
	Quality of Experience

	QoS
	Quality of Service

	RAN
	Radio Access Network

	RBAC
	Role-Based Access Control

	RNIS
	Radio Network Information Service

	RRS
	Resource Requirements Specification

	SAAS
	Software as a service

	SBI
	Southbound Interface

	SBI-CR
	Southbound Interface – Cloud Resources

	SBI-NR
	Southbound Interface – Network Resources

	SCEF
	Service Capability Exposure Function

	SDK
	Software Development Kit

	SDO
	Standards Developing Organisation

	SLA
	Service Level Agreement

	SLI
	Service Level Indicators

	SMF
	Session Management Function

	S-NSSAI
	Single Network Slice Selection Assistance Information

	SPR
	Subscriber Profile Repository

	SR/IOV
	Single Root I/O Virtualisation

	SRM
	Service Resource Manager

	SSC
	Session and Service Continuity

	SUPI
	SUbscription Permanent Identifier

	TAC
	Tracking Area Code

	TAI
	Tracking Area Identification

	TLS
	Transport Layer Security

	UC
	User Client

	UE
	User Equipment

	UL
	UpLink

	UNI
	User to Network Interface

	UPF
	User Plane Function

	URI
	Uniform Resource Identifier

	URL
	Uniform Resource Locator

	URSP
	UE Route Selection Policy

	VIM
	Virtualised Infrastructure Manager

	VM
	Virtual Machine

	VPLMN
	Visited Public Land Mobile Network

	VPS
	Visual Positioning Service

	VPU
	Vision Processing Unit

	VR
	Virtual Reality

	Wi-Fi
	Wireless network protocols, based on the 802.11 standards family published by the IEEE.
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The data model of the Edge Application contains the information about the application to be instantiated (the Edge Application manifest) and the information about the instantiated application required to manage it (the Edge Application profile). 
An OP instantiates an application. More precisely, an edge cloud instantiates it in response to an OP's request. As such, it is in the OP's trust domain. The input to this operation is an application manifest, and the output, besides an application instantiation, is an application profile.
An application manifest is created and should be owned by an Application Provider. Therefore, an OP that instantiates an application from the application manifest should expect the manifest from the Application Provider. This requirement implies that Partner OPs should be provided, if needed, with the application manifest by the Leading OP for the Application Provider.
The application manifest shall contain mandatory data elements and may include optional data elements. A data element may be described by a separate sub-model below (e.g., the QoS specification for an application is a sub-model).
The application profile is a data object created and owned by an OP. It describes an application instantiation on an OP managed Edge Cloud. It shall contain any data elements specified in the application manifest used to create it, together with the values used in its instantiation.
The following table describes the information elements in the Application Manifest data model. In addition to the elements listed, the model should allow additional attributes to be defined at the Application Provider's or OP's discretion. A possible realisation of optional elements is key-value pairs, as is used in various data models.
	Data type
	Description
	Interface Applicability
	Optionality

	Edge Application name
	Name of the Edge Application. The name is an artefact created by the Application Provider. The name is namespaced to the Application Provider. There is no default value; this must be supplied.
	East/West/North
	Mandatory

	Edge Application version
	The version of the Edge Application.
	East/West/North
	Mandatory

	Executable Image
	A URI (or similar name) of the VM or Container image to be installed and executed by the OP.
	East/West/North
	Mandatory

	Resource Flavour
	The "name" or identifier of the Flavour that should be used to instantiate the application, as selected by the Application Provider. "Flavour" is defined below.
	East/West/North
	Mandatory

	QoS Identifier
	A "name" or identifier of the QoS description for network traffic, as selected by the Application Provider. The default value is "best-effort".
	East/West/North
	Optional

	Alternate QoS References	Comment by Gunjal, Deepak: Added for app QoS alternative profiles
	A prioritized list of QoS descriptions for network traffic
	East/West/North
	Optional

	Network Capability Requests
	A list of network capabilities requested by the application
	East/West/North
	Optional

	State property
	Indicates whether the application has state (e.g., persistent file systems, database, and location-dependent associations with other elements that must be migrated in a coordinated manner when an application session is relocated). The default value is "stateless".
	East/West/North
	Optional

	Deploy model
	Indicates whether an application may be located freely by the OP or whether the Application Provider specifies the edge cloud on which it is to be deployed. The default value is "free".
	East/West/North
	Optional

	Edge Application scaling policy
	Indicates whether a backend application can be scaled up or down based on observed traffic. The default value is "not scalable".
	East/West/North
	Optional

	Edge Application migration policy
	Indicates whether a backend application may be moved from its current operator network or current geographic Region (i.e., without violating the General Data Protection Regulation (GDPR)).
	East/West/North
	Optional

	Subscriber Availability
	Indicates which subscribers the application is available to (e.g. only to subscribers on Home OP, to inbound/outbound roaming subscribers in a specific operator or country, all subscribers, etc.). If not provided, no restrictions on availability should be assumed.
	East/West/North
	Optional


[bookmark: _Ref96511761]Table 3: Information elements in the Application Manifest data model
======= Change No. 06  ========
3.5.1.4	Application Manifest
An application manifest is created and should be owned by the Application Provider. Therefore, an OP that instantiates an application from the application manifest should request the manifest from the Application Provider. This requirement implies that other OPs should be able to request the application manifest from the OP.
The application manifest shall contain mandatory data elements and may include optional data elements. A data element may be described by a separate sub-model below (e.g., the QoS specification for an application is a sub-model).
GSMA PRD NG.126 [9] provides, in its sections 2 and 4, a more detailed overview of data elements that can be covered for the Edge Application Profile.
An application manifest describes various properties of the application, including but not limited to the following properties:
1.	Executable Image
A URI (or another similar name) identifying the executable image that should be deployed on a VM or as containers and be installed and executed by the OP.
2.	Resource Flavour
A Flavour is a description of a set of resource requirements used by an application instantiation. It should have a name that identifies the description uniquely and globally across OPs in an OP system.
A resource description should be representationally consistent with those appearing in Flavours available in public clouds. This requirement means that a Flavour should specify CPU, memory, storage, I/O bandwidth, CPU architecture, special hardware (e.g., accelerators), and, for VMs, the Hypervisor supported.
A Flavour definition ensures that if an Application Provider selects a Flavour for a manifest, the application should successfully run if provided with at least the resource described in the Flavour.
Flavours are not standardised (at this time) in this document. Therefore, the OPs in the federation should collectively undertake to produce and maintain a Flavour catalogue.
The resource flavour includes the following properties:
o	Computing Resource
o	Storage Resource
o	Network Resource
o		Extension resource.
3.	QoS Requirements (optional)
A QoS description characterises the traffic between an Application Client and an Edge Application carried by a flow between the client and backend. A QoS description allows an Application Provider to describe the physical constraints in an edge network that should be met for the application to run successfully and provide a correct Quality of Experience (QoE) for the end-user at the UE.
[bookmark: _Hlk108804860]The QoS requirements include the following properties:
o	Bandwidth, bidirectional data rate between UE and backend application, measured end-to-end with “loopback” application;
o	Latency, the round trip delay between UE and backend application, measured end-to-end with “loopback” application;
o	Jitter, Variance of round-trip delay between UE and backend application, measured end-to-end with “loopback” application.
The alternative QoS references refers to the QoS descriptions which an application provider can optionally provide along with specific QoS which may enable OP to request mobile network over SBI-NR to apply for the PDU sessions when the specific QoS (refers to QoS Identifier as defined in Application Manifest data model in Table 3) is not available:	Comment by Gunjal, Deepak: Added alternative QoS description
4.	Network Capability Requests (optional)
	The Application Provider can specify a list of network capabilities consumed by the application; that is, capabilities exposed by the Operator for the data sessions between the Applications Client and the Application Instances. Each network capability request includes the following properties:
o	ID, a unique identifier of that specific capability to ensure using the same capability over different networks;
o	Service Level Objectives, the application requirements for the SLIs of that network capability;
o	Request scope, the definition for which of the data sessions this capability shall be requested; this may be a subset of all data sessions or provide a time/event-bound scope for the network capability request.
4.5.	Application Session Migration Policy (optional)
The NBI allows an Application Provider to specify their support for a stateful or stateless Edge Application, i.e. whether the Edge Application can be moved from one edge compute resource to another and this with or without prior notification. In addition, the NBI allows an Application Provider to specify additional mobility-related policy requirements: 
o	Application mobility allowed/restricted
o	Application mobility prior notification required
5.6.	Deploy Model (optional)
The NBI allows an Application Provider to specify whether its Edge Application (s) are pre-deployed (based on the Application Provider’s requirements and OP deployment criteria); or whether an Edge Application is deployed, triggered by activity from Application Client(s).
6.7.	Application Scaling Policy
A scaling policy indicates whether an application can be scaled up or down based on observed traffic.
The NBI shall support setting the scaling policy, based on the Application Provider’s criteria, when creating an application instance and the ability to switch to another scaling policy when it is necessary.
7.8.	Edge Application Mobility Policy
Defines a policy when an Edge Application may be moved from its current operator network or current geographic region (i.e., without violating GDPR).
8.9.	Other Restrictions (optional)
There are several further aspects that the Application Provider wants to signal about:
o	Data privacy (GDPR) restriction on the geographical area
o	Service availability on visited networks (roaming): two possibilities: required or not. And maybe: all visited networks; or selected visited networks
======= Change No.  07  ========
[bookmark: _Ref66812781]5.1.1.2.2 Application Provider Criteria
The platform shall be able to support the following Application Provider requirements:
Footprint/coverage area selection;
Subscriber reach/ operator selection;
Infrastructure resources:
CPU;
Memory;
Storage;
Hypervisor (for VM based applications);
Networking definition used by the application.
Specific and optional requirements definition, for example:
Use of GPUs;
Use of FPGAs;
Accelerator support: SRIOV, DPDK;
Any other set of accelerators;
Performance Optimisation Capabilities: NUMA, CPU Pinning, use of dedicated core, Affinity/non-affinity, etc.
GSMA PRD NG.126 [9] provides, in its sections 2 and 4, a more detailed overview of data elements that can be covered for the Edge Application Profile.
Edge-Cloud requirements:
Latency;
Jitter;
Bandwidth;
The relevant geographical area for data privacy purposes.
Network Capability requirements, for example, but not limited to
QoS
Connectivity Events
Network-based location
Network statistics
Type of application instantiation:
Static: the application shall be deployed in several edge sites based on Application Provider's requirements and the operator's deployment criteria. The application shall be deployed upfront (independently of the UC's request).
Dynamic: when a UC requests an application, the application shall be deployed in the selected edge location (triggered by UNI request(s)).
Based on capacity: criteria to define if there needs to be an instance per user or one instance per specific number of users.
Policies that allow the Application Provider to manage circumstances where user conditions do not comply with the deployment criteria.
Support for telemetry information from the operator.
[bookmark: _Ref66812828]Policy control concerning support of stateful and stateless applications.
The Application Provider shall be able to indicate that:
Its Edge Application cannot be moved from one edge compute resource to another;
Its Edge Application can be moved from one edge compute resource to another, without any notification;
Its Edge Application can be moved from one edge compute resource to another with prior notification.
Service availability in visited networks required/supported.
Application lifecycle management policies specifying actions to be taken if the OP cannot provide the requested Service Levels, e.g. terminating the application instance, transport reset, etc.
Session Continuity sensitivity indicating the edge application's capabilities to support application session relocations across Cloudlets
Alternative QoS references in order of priority that OP may apply to PDU sessions associated to edge applications if specific QoS as requested by app provider cannot be met for a given application 	Comment by Gunjal, Deepak: Changed from parameters to references
[bookmark: _Ref66812735]
======= Change No.  08  ========
5.1.1.3 Management Profile
The OP shall offer a uniform view of management profile(s) to Application Providers:
[bookmark: _Ref66812746]The OP shall enable Application Providers to request Edge Cloud in an Availability Zone (within the OP and federated OPs):
On a basis where the Application Provider reserves resources (on a relatively long-lasting basis) ahead of their usage.
On a basis where resources are allocated as the Application Instance needs them (“reservationless” or “dynamic”) and the Application Provider selects the degree of scaling it requires (for example, number of sessions).
On a basis where resources are isolated from those used by other Application Providers.
An Application Provider may provide the OP with information about its estimated workload to help the OP optimise the deployment of Edge Application(s).
[bookmark: _Ref66813009]An OP shall offer a range of quality policies so that an Application Provider can choose the performance that their application requires. These policies are defined based on objectively measured end-to-end parameters that include performance aspects of both the network and the Cloudlet, such as latency, jitter and packet loss (measured as average statistics). 
The NBI shall enable a request-response mechanism through which the Application Provider can state a geographical point where a typical user could be and get informed of the mean latency performance expected. 
The OP shall describe the capabilities of the Edge Cloud, for example:
The geographical zones where it is provided
The type and “granularity” of edge cloud and network service (typically generic Compute, memory, storage, and specialised compute, such as GPU and future resource types). 
Note:	Optionally, an OP may present types of resource and their attributes as “flavours”. Flavours are intended to be a useful “shorthand” for Application Providers but are optional and do not have to be used.
Note:	if a federation of OPs uses flavours, then they should agree on common definitions.
Note:	the NBI shall not reveal the exact geographical locations of individual Cloudlets and shall not allow an Application Provider to request deployment of its application on a specific Cloudlet.
Note:	The definition of geographical Regions should be aligned among the partners in a federation, ensuring a shared understanding of a Region.
The OP shall describe the exposed capabilities of the Leading OP's network(s) and those of the federated target networks
The OP shall offer a structured workflow for application deployment and instantiation: CRUD functions.
The OP shall allow an Application Provider to specify that its Edge Applications should be restricted to a particular geographical zone. This restriction would ensure compliance with the applicable data privacy laws. 
The OP shall allow an Application Provider to specify whether or not it requires service availability on visited networks (that is, when a UE roams away from its home network operator).
The OP shall provide an Application Provider with telemetry information concerning the performance of the Edge Cloud service, including fault reporting.
The OP shall allow an Application Provider to request a particular granularity for the telemetry information they receive. 
Note:	Possibly using a publish-subscribe approach.
Note:	Different operational profiles require different granularity about the telemetry information (how fine-grained and how often).
The OP shall allow an Application Provider to require that outbound access to the internet is prohibited.
The OP shall offer Application Providers a registry to store their application images and update or delete them. The registry may be centralised or distributed, depending upon the Application Provider’s needs to reduce boot time and recovery.
The OP shall support Single Sign-on based on login credentials for an Application Provider.
The OP shall offer functionality that supports the Application Provider to manage its application instances. For example, to monitor operational performance, get diagnostic logs and help with debugging.
The OP shall offer functionality that supports the Application Provider in managing the application development, integration and deployment.
The OP shall allow an Application Provider to subscribe for application relocation event notifications.
The OP shall allow an Application Provider to subscribe for abstract Service and Session Continuity modes applied for application sessions.
The OP shall allow an Application Provider to subscribe for application QoS change notifications if the requested Service Levels drops below a threshold
The OP shall allow an Application Provider to subscribe for application location change event notifications.
The OP shall allow an Application Provider to subscribe for UE radio access type change event notifications
The OP shall allow an Application Provider to subscribe for UE IP address change event notifications
======= Change No.   09  ========
[bookmark: _Toc75969898]5.1.4 Southbound Interface to Network Resources
5.1.4.1 General
The SBI-NR connects the OP with the specific operator infrastructure that delivers the network services and capabilities to the user.
The OP shall be able to access network capabilities that the Operator has chosen to expose through the SBI-NR interfaces of the operator. However, an operator need not implement the NEF/SCEF interfaces, in which case these capabilities have to be provided in some other way or else may not be available.
OP integration to network resources shall allow:
The OP to authenticate and authorise the end-users to access the services in the home and visited network scenarios. 
The OP to access network capabilities that the operator has chosen to expose, e.g. QoS, Network Events/Statistics.
The OP to access the location information of the end-users in the network.
The OP to access policy control capability exposed by the network, e.g. for charging or quality of service handling.
The OP shall be made aware of the data connection status (e.g. if a user has a data session or not).
The home network OP shall be the only entity able to control home network resources.
5.1.4.2 OP integration to 5G Core/4G Core via Exposure Functions 
5.1.4.2.1 Introduction
The NEF/SCEF APIs [4] [5] are a set of APIs defining the related procedures and resources for the interaction between NEF/SCEF and AF/Services Capability Server (SCS). The APIs allow the AF/SCS to access the services and capabilities provided by 3GPP network entities and securely exposed by the NEF/SCEF. Some APIs are applicable for both 5G Core and 4G Core.
Figure 16 shows a functional mapping that describes how an OP accesses features and services exposed by the NEF/SCEF.


[bookmark: _Ref52745758]: Functional mapping between OP and NEF/SCEF
[bookmark: _Ref66812799]
A combined SCEF+NEF may be deployed by the MNO to hide the specific network technology from applications for user devices having capabilities for 4G and 5G access. In those scenario it is expected that OP should be able to support the communication with the combined SCEF+NEF on SBI-NR interface. 
The north-bound APIs which can be supported by an EPC or 5GC network are discovered by the SCEF+NEF node via the CAPIF function and/or via local configuration of the SCEF+NEF node. Different sets of APIs can be supported by the two network types. From this perspective OP should be able to discover the API capability differences while interacting over SBI-NR with mobile core network. 
======= Change No.  10 ========
5.1.4.2.2 General Requirements
An OP's SBI-NR shall be able to interact with 5G Core/4G Core via the NEF or SCEF to access network capabilities.
An OP's SBI-NR shall support the exposure interface [4] [5] for interacting with the 5G Core/4G Core.
If the NEF/SCEF returns an error response to an OP's SBI-NR, the OP shall perform error-handling actions.
An OP’s SBI-NR shall be able to report the functionality available from the network.
An OP shall be able to deal with the situation where the network is not providing the expected functionality.
An OP's SBI-NR may be able to configure the user traffic to be routed to the applications in the local data network. 
An OP’s SBI-NR may be able to interact with the NEF for configuring and influencing the traffic routing policies.
An OP may be able to specify the request for routing, influencing network mobility and routing, including but not limited to:
UE and application identities
Traffic filtering and routing criteria,
Possible locations of the application instances
Whether the UE network data plane can be relocated.
Whether validation on UE network data plane relocation is required.
Whether the UE IP address shall be preserved in data plane relocation
The type of SSC mode
Whether inter-operator handover is required.
An OP may be able to subscribe to UE data plane mobility events.
An OP may be able to receive UE data plane mobility events, receiving the target node identifier where the UE should re-attach because of the network mobility process.
An OP may be able to receive UE data plane mobility events, receiving and processing the target IP of the UE that will be assigned.
An OP may be able to negotiate the UE data plane mobility process based on the application instance relocation process. 
An OP's SBI-NR may be able to collect information on network congestion or access concentration in a specific area.
[bookmark: _Ref96428944]An OP’s SBI-NR may be able to retrieve a UE mobility analytics report.
An OP’s SBI-NR may be able to retrieve a UE communication pattern report (e.g. UL/DL volume per application).
An OP’s SBI-NR may be able to retrieve a network performance report (e.g. gNB active ratio, gNB computing resource usage). 
[bookmark: _Ref96428963]An OP’s SBI-NR may be able to report QoS change statistics in a specific area.
An OP's SBI-NR may be able to retrieve UE status reports (e.g. location information, reachability, roaming status).
An OP's SBI-NR may be able to control the transfer of data in the background for UCs.
An OP's SBI-NR may be able to configure QoS session parameters to communicate with a UC with an improved QoS level (e.g. low latency, priority, maximum bandwidth).
An OP's SBI-NR may be able to configure the alternative QoS references applicable to different access technologies if app provider requested specific QoS target not met
An OP's SBI-NR may be able to configure the alternative QoS session parameters to communicate with a UC 
An OP's SBI-NR may be able to receive QoS relevant notifications based on UE connection statistics.
An OP's SBI-NR may be able to configure the charging party of the UE data sessions.
An OP's SBI-NR may be able to configure service-specific parameters for UCs (e.g. network slice).
[bookmark: _Ref66812814]An OP's SBI-NR may be able to initiate a device trigger to a UC for performing application-specific actions (e.g. starting communication with the OP's SBI-NR).
An OP’s SBI-NR shall be able to influence the URSP rules sent to the UE to provide the mapping of applications to the DNN/NSSAI applicable to the serving network.
An OP’s SBI-NR may be able to report access type change notifications for UCs due to user mobility
An OP’s SBI-NR shall be able to provide the availability of APIs capability supported by the serving networks 
An OP’s SBI-NR shall be able to work with both CAPIF (Common API Framework for 3GPP northbound APIs) and without CAPIF

======= Change No.  11 ========
5.2.2.3.4	Application Mobility (Server-Side)
The OP needs to manage the reconfiguration of the Edge Application environment, selecting a new edge node to have the application available.
1.	An OP shall be able to ensure that the selected edge node has enough capacity.
2.	An OP shall be able to request the instantiation of the Edge Application on the target edge node if not previously available or if capacity is insufficient.
3.	An OP shall ensure that the resources are released on the original edge node.
4.	An OP shall ensure that the selected edge node is accessible to the UE via the access technology it is attached to the mobile network.

======= Change No.   12  ========
5.2.2.3.5	Session Mobility (User Side)
Application session mobility is mandatory for maintaining the session continuity on stateful applications, where the Edge Application moves from one edge compute resource to another. This section concerns cases where the Application Provider has indicated as part of the initial policy phase that it requires notification in advance of a change of which edge compute resource hosts the Edge Application. 
1.	An OP shall be able to notify the application about the forthcoming mobility procedure if required.
2.	An OP shall inform the application about what it needs to know to move the application-related state from the old edge compute resource to the new one. 
3.	The application indicates to the OP when it is ready to move to the new edge compute resource. This approach means that the application is generally in charge of the timing of the movement (since it knows best, for example, when the end user’s experience of the application is least affected). Note that KPIs may be suspended during this period.
4.	The application may indicate that it cannot currently handle mobility. Then, the OP shall be able to cancel the mobility procedure. Note that the service may be degraded or even lost. Note also that, as part of the initial policy phase, the application may give a permanent indication that it cannot handle mobility.
5.	The application shall confirm the completion of the mobility of the Edge Application onto the new Cloudlet to the OP.
6.	Movement of the UE may require that the operator changes the IP address used by the application client. 
7.	The operator shall provide the edge applications to subscribe for the change of IP address notification of the application client
78.	The operator shall notify the applications about a change of IP address of application clients to the applications subscribed for application client IP address change notifications	Comment by Gunjal, Deepak: Rephrased the statement to specify edge and client applications 

======= Change No.  13  ========
5.2.2.6.2	Access technologies support for application session continuity
The Service and Session Continuity capabilities in a mobile network depend considerably on the type of the radio network, i.e. 4G, 5G, Wi-Fi etc. and on the support for Session Continuity defined for these networks in standards like the 3GPP's. It also depends on whether the operator has deployed such services for their subscribers.
Depending on their access hardware and software capabilities, UEs may attach to mobile networks following the access policies configured for the subscription and network capabilities deployed and operated by the mobile service providers.
The UE may perform its network attachment to the radio networks available in the UE's location. Those networks could be broadly segregated into 3GPP or non-3GPP (trusted or untrusted) access technologies. As part of the SIM configuration, an Operator can configure their preference for the selection of access technologies to the UE. The network to which a UE is currently attached would also determine the level of support available for session continuity in that network what an application can expect.
Handovers and associated Session Continuity procedures may be triggered by the mobility of UEs within the mobile network coverage area. These procedures or capabilities are defined for devices attached to a mobile network using 3GPP's 5G radio technologies. Table 18 describes the Service and Session Continuity that the OP shall support in the current version of this document when 5G capable UEs attached to 5G radio network are served by the 5G core network (5G SA).

======= Change No.   14  ========
5.2.2.6.5	Edge Applications Role in Session Continuity Process 
UE mobility may trigger the mobile network to initiate the user plane change process. It may also result in the OP starting a synchronised application relocation process for edge applications.
While the OP prepares for the possible application relocation process based on the network events received over the SBI-NR interface on a particular PDU session, the edge application may also require access to some information for performing application-specific functions to support relocations. Some of the information that the OP can expose to edge applications can be 
•	Target Application Instance information
•	Old and New new IP address of the UEs in case of User Plane reselection 
•	Application communication endpoint (IP, Port, Proto) on the target edge node
•	Requested and achieved QoS level information
•	Current access network and access network change events  
•	UE Location events based on UE privacy permission 

Note: It is expected that the UCs should be able to detect the change of the IP address assigned by the 4G/5G core network to the user device due to the mobility events using application-level logic e.g., connection reset events on existing application sessions in client applications.
Note: The use of NAT by the MNO in mobile networks may result into mapping of UEs private addresses to a different set of public IP/port as visible to external applications and which may pose additional complexities to OP functionalities. Any consideration for NAT is proposed as FS in this version of the PRD 	Comment by Gunjal, Deepak: Changed FFS to FS
======= Change No.   15  ========
5.2.2.6.7	Application Session Continuity Support for handovers between 4G and 5G
The OP shall support the application session continuity for users when the user devices support both 4G and 5G capabilities. The mobile network may provide the interoperability between 4G/5G for UEs that support both 5GC NAS and EPC NAS and may also expose the network capability exposure APIs using combined SCEF+NEF via CAPIF. Interworking between 4G and 5G can provide the IP address preservation by assuming SSC mode 1 but functionalities described for SSC mode 2 and 3 are not applicable for handovers between 4G and 5G.  
For SSC mode 1 or IP preservation handover case depending upon the offered QoS by the access technology, an OP may need to subscribe for the access technology change notifications on SBI-NR and interact with the mobile network to monitor the QoS provided by the mobile network for a given PDU session. Depending upon the monitored QoS level, an OP may select alternative QoS as provided by the application provider which can be mapped to the UE access technology and may interact with core network via SBI-NR to assign the alternative QoS. Any such QoS change event information gathered over SBI-NR should also be made available over NBI to application providers.  
In the scenario when a user with an application session in 5G network with SSC mode 2 or 3, is handed over from 5G to the 4G network it may not be possible for an OP to ensure seamless session continuity. For these scenarios, SBI-NR should be able provide the early notifications for data session handover preparation events. OP may use these events to notify subscribed applications which may take appropriate application-level decisions to maintain user quality of experiences. Also, if edge applications are mobility sensitive, OP may request over SBI-EIN interface to configure the connectivity between the application stances on source and target cloudlets for synchronizing session states. 

Note: The various 3GPP access technologies and core network together provide QoS models that may not be harmonized in an abstract QoS model to interface with mobile core network on SBI-NR interface in access network agnostic manner. 
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