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=============       Start of Change No 1 - Architectural Requirements      ========= 
Architectural Requirements
0. Network Capability Exposure requirements
High-Level requirements
[bookmark: _Toc437780036][bookmark: _Toc51656806][bookmark: _Toc74460304]The following requirements apply for the OP related to the exposure of network capabilities :
The OP shall allow the Operator to expose network capabilities within the Operator or Partner network on which applications consuming such capabilities can be deployed.
The OP shall allow the exposure of operator network capabilities beyond edge resources on the integration of 3GPP functions like:
Network Exposure Function (NEF)
Network Data Analytics Function (NWDAF)
The OP architecture shall allow an Application Provider to consume network capabilities for their application; the capabilities are those of the network domains used by the IP flows between the Application Clients and the corresponding Application Instances associated with that Application Provider. Potentially this includes different network domains, such as
RAN
Core Network
Transport Network (including Intra-Cloudlet network and Inter-Cloudlet network)
Non-3GPP Access networks


The OP needs to handle the situation that specific capabilities are not or differently available for all networks or network domains between the respective Application Clients and the corresponding Application Instances at any time and in any federated network. 
The OP shall allow the operator to expose network capabilities based on network functions exposure and kind of network and cloud resources sharing.
The OP architecture shall allow the operator to expose, when available, network related Statistics and Analytics to application providers splitting information types (descriptive, predictive and prescriptive ones).
The OP architecture shall allow the operator to expose, when available, network related Statistics and Analytics through E/WBI to Operator Partner networks, splitting information types (descriptive, predictive and prescriptive ones).
The OP shall allow the operator to activate or deactivate network capabilities exposure depending on different factors (type, interface, application provider and operator).






Capability Management requirements
General principles
An OP shall be able to access network capabilities exposed by an Operator network and use those capabilities either to optimise its OP-specific services or expose those to the Application Provider.
An OP shall be able to access network capabilities exposed by Partner OPs, if that offer such capabilities (through catalog), and use those capabilities either for optimising its own OP-specific services or expose those to the Application Provider. 
An OP shall be able to expose information related with analytics when available (5G core) depending on kind of information  and requester (application provider or Partner OP).	Comment by Tom Van Pelt: Not clear what depends on this and how that would be influenced by the kind of information.	Comment by OPTARE-12: Both, depending on type of information and the requester (Partner OP or Application Provider - can be ruled by different agreements and catalogs), we think
The OP shall allow the consumption of the network capabilities by the Application Client and the Application Instance as applicable. 
The OP shall allow an application to request network capabilities 
for any data session established between any Application Client and Application Instance,
NOTE: 	This may be done as part of the application onboarding process, e.g. using the Application Manifest.
for specific data sessions between a subset of Application Clients or a subset of Application Instances;
NOTE: 	This could be, for example, requesting a QoS profile for a specific set of premium users 
for a particular time period of data sessions between Application Client and Application Instance.
Note: 	This could be, for example, to increase the QoS profile for a video analytic application only while specific events occur.
The OP shall support the exposure of three categories of network capabilities:
Control capabilities: these are network capabilities that allow controlling certain behaviours or characteristics of the network, e.g. applying a QoS profile to a session or Traffic Influence
Event-based capabilities: these are typically subscription-based network services allowing to send messages to the application upon specific network-related events, e.g. UE reachability
Transactional information capabilities: these are capabilities allowing to obtain information from the network in a request-response pattern
Analytics Capabilities: these are capabilities allowing to obtain analytical information from the network through a subscription or a request.

Control Capabilities
The OP shall be able to expose control capabilities to the Application Provider or transfer data in background. Those capabilities may be exposed by matching a declared intent expressed by the application provider for using specific capabilities. 
NOTE: 	Any control capability includes a specific set of Service Level Indicators (SLIs) used to exchange information on particular levels of a network capability between the operator network, partner networks, the respective OPs and the application. An example of SLIs is the QoS profile as defined in Table 6.
Event-based capabilities
The OP shall be able to subscribe to network events. The information elements obtained may be used for other use within the OP, e.g. for the orchestration of Application Instances, or be exposed to the Application Provider and to a Partner OP through E/WBI.
The OP shall provide a generic event subscription mechanism for those events exposed to the Application Provider as well as those exposed to a Partner OP.

The OP shall be able to provide as part of the Network Event-Based Capabilities, “status type” information to the Application Provider regarding, e.g. UE mobility, UE communication, UE Statistics, Status Reports or QoS sustainability, 



	Comment by Tom Van Pelt: Sentence is very unclear. I tried to highlight a few examples, but a rewrite is probably needed	Comment by Tom Van Pelt: Not clear if this using refers to "split… using…", "retrieved…using…" or "exposition/exposure using"	Comment by Tom Van Pelt: Not clear what capabilities this refers to	Comment by Tom Van Pelt: Again not really clear what this "where"-part refers to.
The OP shall differentiate event subscription services exposed to Application Provider and to Partner OP.

Transactional capabilities
The OP shall allow using transactional capabilities for purposes within the OP itself or exposure through appropriate APIs to the Application Provider.
	Comment by Tom Van Pelt: Again hard to make sense of. "obtaining a specifc request" is hard to understand and similarly "a request about a service", especially where a very specific term is used (i.e. 'Nnwadaf_AnalyticsInfo_NWDAF" that doesn't really fit into these high level requirements.	Comment by Tom Van Pelt: It's also unclear if this sentence should be included here when there's a specific section on analytics capabilities (i.e. 2.4.2.5)	Comment by OPTARE-12: OK. Moving to section 2.4.2.5

Analytics capabilities
	Comment by Tom Van Pelt: Mostly similar remarks as for the similar sentence in section 2.4.2.3	Comment by OPTARE-12: Section modification proposal
The OP shall be able to request for and subscribe to network analytics information and events. 
Note: The information elements obtained may be used within the OP, e.g. for the orchestration of Application Instances, or to be exposed to the Application Provider and to a Partner OP through E/WBI.
The OP shall provide a generic event subscription mechanism for those events exposed to the Application Provider as well as those exposed to a Partner OP.


Note: The OP can have access through SBI to the 3GPP Nnwadaf_AnalyticsInfo NWDAF service to obtain through NEF a specific analytic Request.	Comment by Tom Van Pelt: Again hard to make sense of. "obtaining a specifc request" is hard to understand and similarly "a request about a service", especially where a very specific term is used (i.e. 'Nnwadaf_AnalyticsInfo_NWDAF" that doesn't really fit into these high level requirements.	Comment by Tom Van Pelt: It's also unclear if this sentence should be included here when there's a specific section on analytics capabilities (i.e. 2.4.2.5)	Comment by OPTARE-12: OK. Moving to section 2.4.2.5	Comment by OPTARE-12: Section modification proposal

[bookmark: _Toc100853669]Mobility Requirements
=============       End of Change No 1 - Architectural Requirements      =========
[bookmark: _Toc327548007][bookmark: _Toc327548207][bookmark: _Toc54104636][bookmark: _Toc54267748][bookmark: _Toc100853670]Target Architecture
==========       Start of Change No 2 – Roles and Functional Definitions      =======
0. [bookmark: _Ref51605070][bookmark: _Toc54104638][bookmark: _Toc54267750][bookmark: _Toc100853672]Roles and Functional Definitions
1. [bookmark: _Toc54104640][bookmark: _Toc54267752][bookmark: _Ref96511366][bookmark: _Toc100853674]Capabilities Exposure Role
The Capabilities Exposure Role (CER) in the OP enables an Application Provider to operate applications. Operating an application includes discovering the capabilities of the OP, both in functionality (e.g., how an application may be onboarded or instantiated) and in range of functionality (e.g., where may an application be run, and what QoS attributes are possible). 
The Application Provider accesses the CER via the North Bound Interface (NBI). The Application Provider expects to use APIs implemented at the NBI to carry out required functions. 
Capabilities are provided in part by actions that the CER carries out on behalf of the Application Provider and by data models for application manifests and resource catalogues. Data models may be used by multiple roles in an OP and extend across multiple federated OPs.
The data models available via the NBI are a subset of the data models used elsewhere in the OP. Still, they must be kept representationally consistent with the other data models, both in structure and in interpretation of individual data elements in a data model.
The NBI is expected to enable the following non-inclusive list of scenarios:
Edge Cloud Infrastructure Endpoint Exposure: The Application Provider uses an authenticated and authorized endpoint to carry out scenarios involving application instances on edge clouds;
Application Onboarding: The Application Provider uses the NBI to provide application images and metadata to the OP Federation Broker/Manager Role;
Application Metadata/Manifest Submission: The Application Provider uses the NBI and the metadata model to submit application metadata to the OP and follows defined procedures to extend the metadata model specification;
Application CI/CD Management DevOps: The Application Provider integrates the CI/CD framework used to create an application with the OP via NBI APIs (which implies an integration between a CI/CD framework and Application Onboarding and Lifecycle Management);
Application Lifecycle Management: The Application Provider observes and changes the operational state of application instances, including the geographical/network extent of the OP on which application instances may run;
Application Resource Consumption Monitoring: The Application Provider observes resource consumption of application instances, using the resource data model;
Edge Cloud Resource Catalogue exposure: The Application Provider inventories edge cloud resources nominally available to application instances.
Network Capabilities exposure: The Application Provider inventories network capabilities, like Network Analytics, nominally available to application instances.	Comment by Tom Van Pelt: Even if a non-exchaustive list, it's probably good to cover indeed, but again no need to differentiate between enhanced and other network capabilities.	Comment by OPTARE-12: OK
1. [bookmark: _Toc54104642][bookmark: _Toc54267754][bookmark: _Toc100853676]Federation Broker and Federation Manager Roles
The Federation Broker and Manager roles in the OP are responsible for interfacing with other OPs via the East-West Bound Interface. 
Typical scenarios enabled by the Federation Manager role are:
Federation Interconnection Management;
Edge Cloud Resource Exposure and Monitoring towards partner OPs;
Network and Analytics Capabilities Exposure towards partner OPs;
Application Images and Application metadata transfer towards partner OPs;
Application Instantiation/Termination towards partner OPs;
Application Monitoring towards partner OPs;
Service Availability in visited networks.
The Federation Broker is an optional role. It acts as a broker to simplify the federation management between multiple OPs.
==========       End of Change No 2 – Roles and Functional Definitions      =======
=============       Start of Change No 3 – Federation Management      =========
[bookmark: _Toc54104643][bookmark: _Toc54267755][bookmark: _Ref73460683][bookmark: _Toc100853677]Federation Management
1. [bookmark: _Toc54104645][bookmark: _Toc54267757][bookmark: _Toc100853679]Resource Catalogue Synchronisation and Discovery
Operators can include the edge and network resources in the OP's set of available resources using the SBI.
The OPs shall exchange and maintain the types of resources offered to each other (E/WBI).
This exchange includes information about Availability Zones:
A Region identifier (e.g. geographical area);
Compute Resources Offered: e.g. a catalogue of resources offered (CPUs, Memory, Storage, Bandwidth in/out);
Specialised Compute Offered: catalogue of add-on resources, e.g. Graphic Processing Units (GPU), Vision Processing Units (VPU), Neural Processing Units (NPU), and Field Programmable Gate Arrays (FPGA).
Network QoS supported by the zone: maximum values of latency, jitter, packet loss ratio.
Network Analytics supported by the zone: catalogue of capabilities offered (abnormal behaviour, user data congestion, UE communication, UE mobility, service experience, network performance, qos sustainability, load level information).
Supported virtualisation technology: only VMs, only containers, both.
Costs associated with the use of resources. This information can influence the Availability Zone selection (e.g. the use of several small zones, that combined, cover the needed Region and are offered by different partners, instead of a more extensive and expensive zone offered by another partner)
This information may change and can be updated via the E/WBI whenever the geographical area or the types of resources offered to an OP by a partner changes due to Operational or Administrative events (e.g. due to scheduled maintenance).
A subscription/notification mechanism is supported over the E/WBI to achieve the above.
1. [bookmark: _Ref97051758][bookmark: _Toc100853688]Network Capability Exposure in a visited network 
The exposure of network capabilities in a federated, visited network, such as applying QoS or obtaining certain network information, is crucial for the edge service to provide the desired quality of experience to the Application Client in the roaming scenario. Therefore, the goal is to provide the same network capabilities and Service Level Indicators (SLIs) in the visited network as in the home network. To achieve that, the Visited OP has to inform the Home OP about the network capabilities available, including the SLIs. This may be subject also to the specific federation agreement.
If the visited network cannot fulfil a requested network capability, the Home OP shall provide this information to the Application Provider.
The NEF’s Network Capabilities access will not be exposed  directly on the E/WBI.  For the network capabilities exposed on the EWBI to an Application's Leading OP availability for fulfilment and use shall be indicated as part of the catalogue.	Comment by Tom Van Pelt: Not clear which capabilities this would be. Is it "The NEF's Network Capabilities will not be exposed directly on the EWBI"? 	Comment by OPTARE-12: OK
The access to NF or resources will be made using SBI-NR integration as described in the next figure:	Comment by Tom Van Pelt: Which party's access is this referring to?	Comment by OPTARE-12: OP A request resources through EWBI and OP B access resources through SBI. The UNI (from OP A) uses network resources from OP B
[image: Diagrama

Descripción generada automáticamente]
Figure X - Access to NF/resources

=============       End of Change No 3 – Federation Management      =========
=============       Start of Change No 4 – Common Data Model      =========
Common Data Model
The Common Data Model (CDM) introduces standardised data schemas for describing characteristics of the elements of an OP system. The data model presented here covers elements of an operator platform, including applications, OP roles, and edge clouds, as well as functional aspects, such as security.
The data model defines the information elements required to deploy and manage an OP system.
The data model defines a minimum set of mandatory information elements and allows reasonable default values for these elements where they make sense.
The data model accommodates optional information elements following a common syntax to allow OP systems to evolve. Examples of optional information elements are:
Infrastructure configuration deemed necessary by an application for proper operations, such as Non-Uniform Memory Access (NUMA) node affinity or core sequestration.
Optional QoS attributes that not all networks may support, e.g., Packet Error Loss Rate (from 3GPP 23.203).
GSMA PRD NG.126 [9] provides, in its sections 2 and 4, a more detailed overview of information elements that can be covered for the Edge Application and the Resource/Node.
Optional information attributes default to "not specified" if not expressed in a data object.
[image: Diagrama, Tabla

Descripción generada automáticamente][image: Texto

Descripción generada automáticamente]	Comment by OPTARE-22: 3_4_Common Data Model-OPG-v2-CR0005.pptx in Documents>General>Baselines>Figure Sources
Figure 4: Common Data Model

1. [bookmark: _Toc100853699]Network Capability
1. Network Capability Request
1. Cloudlet Network and QoS Topology
1. Network Analytics
Network Analytics capabilities are accessed by the OP through the SBI-NR and consumed through the NBI (to the Application Provider) or EWBI (to the Leading OP) as described in section 3.3.11 regarding Network Analytics. Those capabilities shall be enumerated and described via their SLIs to support federation and be classified by type. Each set of SLIs, type and granularity have a unique ID.
	Data type
	Description
	Interface Applicability
	Optionality

	ID
	ID of enumerated analytic capability
	East/West/North
	Mandatory

	Service Level Indicators
	The Service Level Indicators for this capability
	East/West/North
	Optional

	Type
	Type of Analytics Capability (e.g. event based, transactional)
	East/West/North
	Mandatory


Table X - Common Data Model of Analytic Capabilities
1. Network Analytics Request
A network analytic capability request is a specific request issued through the NBI and EWBI.
	Data type
	Description
	Interface Applicability
	Optionality

	ID
	ID of enumerated analytic capability
	East/West/North
	Mandatory

	Service Level Objectives
	Service Level Objectives for this capability
	East/West/North
	Optional

	Type
	Type of Analytics Capability
	East/West/North
	Mandatory(*)

	Granularity Scopo
	Defines granularity requested by client
	East/West/North
	Optional(*)


Table X - Common Data Model of Analytic Capability Request

=============       End of Change No 4 – Common Data Model      =========
=============       Start of Change No 5 – Interfaces      =========
[bookmark: _Toc54104661][bookmark: _Toc54267773][bookmark: _Toc100853702]Interfaces
[bookmark: _Toc54104662][bookmark: _Toc54267774][bookmark: _Toc100853703]Northbound Interface (NBI)
8. [bookmark: _Ref97127138]Application Manifest
An application manifest is created and should be owned by the Application Provider. Therefore, an OP that instantiates an application from the application manifest should request the manifest from the Application Provider. This requirement implies that other OPs should be able to request the application manifest from the OP.
The application manifest shall contain mandatory data elements and may include optional data elements. A data element may be described by a separate sub-model below (e.g., the QoS specification for an application is a sub-model).
GSMA PRD NG.126 [9] provides, in its sections 2 and 4, a more detailed overview of data elements that can be covered for the Edge Application Profile.
An application manifest describes various properties of the application, including but not limited to the following properties:
Executable Image
A URI (or another similar name) identifying the executable image that should be deployed on a VM or as containers and be installed and executed by the OP.
Resource Flavour
A Flavour is a description of a set of resource requirements used by an application instantiation. It should have a name that identifies the description uniquely and globally across OPs in an OP system.
A resource description should be representationally consistent with those appearing in Flavours available in public clouds. This requirement means that a Flavour should specify CPU, memory, storage, I/O bandwidth, CPU architecture, special hardware (e.g., accelerators), and, for VMs, the Hypervisor supported.
A Flavour definition ensures that if an Application Provider selects a Flavour for a manifest, the application should successfully run if provided with at least the resource described in the Flavour.
Flavours are not standardised (at this time) in this document. Therefore, the OPs in the federation should collectively undertake to produce and maintain a Flavour catalogue.
The resource flavour includes the following properties:
Computing Resource
Storage Resource
Network Resource
	Extension resource.
QoS Requirements (optional)
A QoS description characterises the traffic between an Application Client and an Edge Application carried by a flow between the client and backend. A QoS description allows an Application Provider to describe the physical constraints in an edge network that should be met for the application to run successfully and provide a correct Quality of Experience (QoE) for the end-user at the UE.
The QoS requirements include the following properties:
Bandwidth, bidirectional data rate between UE and backend application, measured end-to-end with “loopback” application;
Latency, the round trip delay between UE and backend application, measured end-to-end with “loopback” application;
Jitter, Variance of round-trip delay between UE and backend application, measured end-to-end with “loopback” application.
Network Capability Requests (optional)
The Application Provider can specify a list of network capabilities consumed by the application; that is, capabilities exposed by the Operator for the data sessions between the Applications Client and the Application Instances. Each network capability request includes the following properties:
ID, a unique identifier of that specific capability to ensure using the same capability over different networks;
Service Level Objectives, the application requirements for the SLIs of that network capability;
Request scope, the definition for which of the data sessions this capability shall be requested; this may be a subset of all data sessions or provide a time/event-bound scope for the network capability request.
Application Session Migration Policy (optional)
The NBI allows an Application Provider to specify their support for a stateful or stateless Edge Application, i.e. whether the Edge Application can be moved from one edge compute resource to another and this with or without prior notification. In addition, the NBI allows an Application Provider to specify additional mobility-related policy requirements: 
Application mobility allowed/restricted
Application mobility prior notification required
Deploy Model (optional)
The NBI allows an Application Provider to specify whether its Edge Application (s) are pre-deployed (based on the Application Provider’s requirements and OP deployment criteria); or whether an Edge Application is deployed, triggered by activity from Application Client(s).
Application Scaling Policy
A scaling policy indicates whether an application can be scaled up or down based on observed traffic.
The NBI shall support setting the scaling policy, based on the Application Provider’s criteria, when creating an application instance and the ability to switch to another scaling policy when it is necessary.
Edge Application Mobility Policy
Defines a policy when an Edge Application may be moved from its current operator network or current geographic region (i.e., without violating GDPR).
Other Restrictions (optional)
There are several further aspects that the Application Provider wants to signal about:
Data privacy (GDPR) restriction on the geographical area
Service availability on visited networks (roaming): two possibilities: required or not. And maybe: all visited networks; or selected visited networks
Network Analytics Requests (optional)
The Application Provider can specify a list of network analytics consumed by the application; that is, capabilities exposed by the Operator for the data sessions between the Applications Client and the Application Instances. Each network capability request includes the following properties:
ID, a unique identifier of that specific capability to ensure using the same capability over different networks;
Service Level Objectives, the application requirements for the SLIs of that network capability;
Type, to request for a type of analytic capability, depending if it’s based on transactional or event-based (notification) network analytic capability.
Granularity scope, the definition of granularity of capability requested, depending on the type (e.g event/notification based). 

=============       End of Change No 5 – Interfaces      =========
=============       Start of Change No 6 – Requirements on interfaces      =========
1. [bookmark: _Toc54104667][bookmark: _Toc54267779][bookmark: _Toc100853732]Requirements on interfaces and functional elements
[bookmark: _Toc54104668][bookmark: _Toc54267780][bookmark: _Toc100853733]Interfaces
[bookmark: _Toc54104669][bookmark: _Toc54267781][bookmark: _Toc100853734]Northbound Interface
0. Onboarding and Deployment Profile
0. [bookmark: _Ref66812781]Application Provider Criteria
The platform shall be able to support the following Application Provider requirements:
Footprint/coverage area selection;
Subscriber reach/ operator selection;
Infrastructure resources:
CPU;
Memory;
Storage;
Hypervisor (for VM based applications);
Networking definition used by the application.
Specific and optional requirements definition, for example:
Use of GPUs;
Use of FPGAs;
Accelerator support: SRIOV, DPDK;
Any other set of accelerators;
Performance Optimisation Capabilities: NUMA, CPU Pinning, use of dedicated core, Affinity/non-affinity, etc.
GSMA PRD NG.126 [9] provides, in its sections 2 and 4, a more detailed overview of data elements that can be covered for the Edge Application Profile.
Edge-Cloud requirements:
Latency;
Jitter;
Bandwidth;
The relevant geographical area for data privacy purposes.
Network Capability requirements, for example, but not limited to
QoS
Connectivity Events
Network-based location
Network statistics
Network analytics
Type of application instantiation:
Static: the application shall be deployed in several edge sites based on Application Provider's requirements and the operator's deployment criteria. The application shall be deployed upfront (independently of the UC's request).
Dynamic: when a UC requests an application, the application shall be deployed in the selected edge location (triggered by UNI request(s)).
Based on capacity: criteria to define if there needs to be an instance per user or one instance per specific number of users.
Policies that allow the Application Provider to manage circumstances where user conditions do not comply with the deployment criteria.
Support for telemetry information from the operator.
[bookmark: _Ref66812828]Policy control concerning support of stateful and stateless applications.
The Application Provider shall be able to indicate that:
Its Edge Application cannot be moved from one edge compute resource to another;
Its Edge Application can be moved from one edge compute resource to another, without any notification;
Its Edge Application can be moved from one edge compute resource to another with prior notification.
Service availability in visited networks required/supported.
Application lifecycle management policies specifying actions to be taken if the OP cannot provide the requested Service Levels, e.g. terminating the application instance, transport reset, etc.
Session Continuity sensitivity indicating the edge application's capabilities to support application session relocations across Cloudlets
[bookmark: _Toc54104670][bookmark: _Toc54267782][bookmark: _Toc100853735]East-Westbound Interface
0. [bookmark: _Ref66813023]Application Management 
The federation interface needs to replicate the behaviour and functions available on the NBI to transmit the application load, requirements, mobility decisions and policies across all the operators’ instances required to deploy the application.
The E/WBI shall allow forwarding the instantiation requests to any federated OP whose footprint has to be covered.
The E/WBI shall support instantiation requests for applications depending on Containers and VMs that comply with the format criteria specified in sections 3.6 and 3.7, respectively.
An OP receiving an instantiation request through its E/WBI shall get in charge of the management of the application:
An OP receiving an instantiation request through its E/WBI shall apply its own policies and criteria for processing the request and managing the application.
An OP receiving an instantiation request through its E/WBI shall be responsible for the operator deployment criteria management.
An OP receiving an instantiation request through its E/WBI shall be responsible for the edge node selection based on the Application Provider criteria and its operator's criteria.
An OP receiving an instantiation request through its E/WBI shall be in charge of the application mobility management.
The E/WBI shall forward the application mobility notifications and procedures towards the Leading OP for management with the Application Provider.
The E/WBI shall forward the management procedures, information and statistics to be shared with the Leading OP of the Application Provider.
[bookmark: _Ref66813030]The E/WBI shall forward the network events for use by the Leading OP and the Application Provider subscribed to the Leading OP.
The E/WBI shall be employed for managing the service continuity on visited networks.
The E/WBI shall forward the network and analytics information to be shared with the Leading OP of the Application Provider.

0. [bookmark: _Toc100853737]Southbound Interface to Network Resources
General
The SBI-NR connects the OP with the specific operator infrastructure that delivers the network services and capabilities to the user.
The OP shall be able to access network capabilities that the Operator has chosen to expose through the SBI-NR interfaces of the operator. However, an operator need not implement the NEF/SCEF interfaces, in which case these capabilities have to be provided in some other way or else may not be available.
OP integration to network resources shall allow:
The OP to authenticate and authorise the end-users to access the services in the home and visited network scenarios. 
The OP to access network capabilities that the operator has chosen to expose, e.g. QoS, Network Events/Statistics.
The OP to access the location information of the end-users in the network.
The OP to access policy control capability exposed by the network, e.g. for charging or quality of service handling.
The OP shall be made aware of the data connection status (e.g. if a user has a data session or not).
The home network OP shall be the only entity able to control home network resources.
The OP shall be able to retrieve network analytics information (when available) in a standardized way: load level information, network performance, service experience, etc.
The OP shall be able to retrieve resource analytics information (when available) in a standardized way.
[bookmark: _Toc100853738]Southbound Interface to Charging Function
General 
The OP resource manager and OP federation broker, as roles in charge of resources management, shall expose the charging information, parameters and events related to resource consumption: 
The OP shall log all the service resource consumption events and data involved in any transaction required for the operator to charge and bill for the service.
The OP shall expose consumptions and event data required for charging purposes through an interface (SBI-CHF) to an external charging engine.
The OP shall maintain security and data/topology privacy requirements when reporting federated consumption.
The OP shall include consumption of Statistical Data and Analytical Information services for charging purposes.	Comment by Tom Van Pelt: May not be needed. The other services offered by the OP are not highlighted here either. So it's unclear why statistical data and analytical information services need to be mentioned explicitly. A change in section 5.1.5.2 might be needed though.	Comment by OPTARE-12: OK. Regarding section 5.1.5.2 we didn't include changes due we think it could be already included into point 7 but your proposal seem to be more appropiate

[bookmark: _Ref97049559]Charging information

The consumption reports shall include any information usable by a charging engine to address the final billing of the services. This information shall also include the identities of the chargeable parties, from the Application Provider to the UC. 
Consumption reports shall be exposed to the operator based on the agreed data collection interval.
Note:	in the context of this section, the following terms are used to capture consumption: 
Effective Usage: the effective usage of workloads. For example, Network I/O over a time period
Subscribed Capacity: The requested capacity of workload. For example, 2vCPU, 2 GB of memory. That capacity is subscribed independently from the Effective Usage.
The following applies concerning the consumption data that shall be collected:
1.The OP shall report the subscribed compute capacity
vCPU
Memory
Network Resource Location 
Availability zone
Note:	This includes used and reserved compute capacity.
The OP shall report the effective compute usage
vCPU
Memory
Network Resource Location 
Availability zone
The OP shall report the subscribed storage capacity 
Storage
Type
Network Resource Location 
Availability zone
The OP shall report the effective storage usage
Storage
Type
Network Resource Location 
Availability zone
The OP shall report the subscribed Network capacity 
Input
Output
Label (Internet traffic, Intra-cluster traffic, Inter-Edge Cloud traffic, etc.)
The OP shall report the effective Network usage 
Input
Output
Label (Internet traffic, Intra-cluster traffic, Inter-Edge Cloud traffic, etc.)
The OP shall report the used Network Capabilities 
Capability Type
Capability Metrics (e.g. time used, number of calls/events)
Traffic Flows
Note:	This requires further study and alignment with charging principles for exposing network capabilities to specify in detail metrics to be reported by the OP.
The OP shall report the subscribed accelerators capacity
Accelerator name (Example: GPU)
Type
Network Resource Location 
Availability zone
The OP shall report the effective accelerators usage 
Accelerator name (Example: GPU)
Type
Network Resource Location 
Availability zone
The OP shall report the API Usage 
API Name (Example API: Verify Location)
Number of requests
Request type (Example: GET, POST, PUT, DELETE)
The OP shall identify the parties involved in each charging transaction: (Metadata)
(mandatory) OP ID
(mandatory) Application provider ID
(when available) Edge application name (including Application provider namespace). 
(when available) Edge application ID
(when available) Operator ID
(when available) Availability Zone
Note: 	It is for further study to include the subscriber's perspective next to the application providers'.

The OP shall report the used Network Analytics 
Type
Metrics (e.g. time used, number of calls/events, granularity)
SLA

=============       End of Change No 6 – Requirements on interfaces      =========
[bookmark: _Toc54104617][bookmark: _Toc54267729][bookmark: _Ref69748606][bookmark: _Ref69755107][bookmark: _Toc100853645]=============       Start of Change No 7 – Scope / Future Areas     ====
1.2 Scope
This document intends to guide the entire industry ecosystem; operators, vendors, OEMs, and service providers to define a common solution for exposing network capabilities and edge compute resources. The document provides an end-to-end definition of the Operator Platform for support in edge computing environments. The scope of this document covers requirements and architecture specifications that would guide the industry ecosystem into creating a common solution for exposing network capabilities and edge compute resources. The document intends to span an end-to-end view of the Operator Platform in edge computing environments. The ecosystem includes operators, vendors, OEMs, and service providers.
This document covers the following areas:
Operator Platform requirements
Focus on Edge Computing: The PRD should define edge computing exposure and network services integration for the Application Providers, whether within enterprises or independent third parties, to enable a simple and universal way of interacting with edge computing platforms. 
Open to new services: The PRD definition should allow the platform's evolution to expose additional services in the future, such as IP Communications and networking slicing, among others.
Architecture, functions and roles
Reference architecture for enabling edge computing: Definition of modular architecture suitable for implementation at the network edge.
Reference interfaces: Definition of interconnection for the end-to-end service, between service providers to end-users, network elements and federated platforms. This document focuses on Northbound, Southbound, East/West (i.e. Operator Platform Federation), and User to Network interfaces as a first approach.
Mobility: Network and terminal integration should allow service continuity against end-user mobility in the home and visited networks.
Standardisation and Open Source communities
Gap evaluation in the standards: This document analyses gaps in current networking and edge computing standards and identifies SDOs that are appropriate to complete the OP architecture via detailed specifications, protocols and Application Programming Interfaces (API).
The Detailed specification of architecture and interface specifications will be defined by SDOs or Open Source communities, using the baseline in this document.
The GSMA shall review progress to ensure that the end-to-end system is defined consistently across these organisations.
Evolution from legacy
Fit with established ecosystems: The OP defines the Mobile Operator staging of a broader cloud ecosystem. To meet tight market timing and minimise heavy lifting, it must fit into existing structures and staging, enabling Application Providers to spin their existing capabilities into the Mobile Edge space. Therefore, wherever possible, the OP reuses existing and established structures and processes.
This version of the document focuses on the use of the Operator Platform to provide services to devices attached to their home network. However, it also includes high-level requirements beyond this scenario because they may influence future architecture choices.
Future versions of this document may cover, for example, the following areas in greater depth:
The detailed impact of service access by devices that are attached to networks other than their home network (e.g. roaming, Wi-Fi, etc.) on the various interfaces and functions of the OP,
Access to edge resources in the visited network when no federation exists between that network's OP and the Home OP of a subscriber,
Low latency interaction between applications in different networks in a standardised manner (see section 3.3.10),
Exposure of operator network capabilities beyond edge resources (e.g. Network as a Service features offering improved QoS on network access),
Inclusion of further capabilities to allow providing a complete Platform as a Service offering,
The management in a federation of legal constraints that restrict an application's distribution to specific regions (see section 3.3),
Detailed requirements on the User Client (see sections 3.5.5.2 and 5.2.4),
A more detailed alignment with NG.126 [9] on the information elements that can be used on the different interfaces and in the OP's data model for the Edge Application and the Resource/Node,
Data Sharing capability, i.e. Data is 'open' for use by multiple application providers (see section B.8),
The sharing of an Application Server between different operators (see section B.8).
Exposure of operator network capabilities beyond edge resources concerning 3GPP Network Exposure Function (NEF) API/ Network Data Analytics Function (NWDAF) Analytics to expand the General Requirements to OP specific requirements/APIs (see section 5.1.4.2.2 requirements 272 to 275),
Mobility requirements for non-SIM UEs,
Service continuation between UEs and non-SIM UEs, i.e. requirements for application service continuation when a user switches between a UE and a non-SIM UE for the same service
OP and Edge Access when a UE's data switch is switched off
Offering network capabilities independent of edge	Comment by Tom Van Pelt: Was the change that had to be done in CR0005R4	Comment by OPTARE-12: Included
principles for exposing network capabilities to specify in detail metrics to be reported by the OP (see section 5.1.5.2)
Application service and session continuity scenario involving mobility from one operator network to another operator’s network and between 3GPP access and non-3GPP access.
The edge interconnection network and interface with the OP that an OP can use for edge application relocations and application state synchronization across Cloudlets 
The QoS management and mapping when a UE moves between 5G and 4G and between 5G and non-3GPP networks 
The 5G SSC mode interworking when a UE moves between 5G and 4G and between 5G and non-3GPP networks 
Capabilities for an OP to enable an Application Provider to select the Service and Session Continuity mode per application
UE IP address change event detection and changed IP address determination by UC applications due to SSC mode procedures in the mobile network.

=============       End of Change No 7 – Scope / Future Areas      =========
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