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========= Start of 1st change =======
Approved at TSGAI35
Introduction
[bookmark: _Toc466559291][bookmark: _Toc85612508][bookmark: _Toc99610544]Overview
While more and more device manufacturers declare their products support AI, unfortunately there are obvious difference in the functionality and performance, which greatly impact the user’s experience and perception of AI. In order to guide the industry and align the performance of AI mobile device, GSMA has published TS.47 to set up the standard for AI mobile device. The purpose of this document is to define test cases to verify the compliance of a device to the requirements defined in GSMA PRD TS.47.
[bookmark: _Toc466559292][bookmark: _Toc85612509][bookmark: _Toc99610545]Scope
This document defines the test cases to verify whether a device comply to GSMA PRD TS.47, including test set-up, test method, test procedure and expected results. 
The devices covered by this document are mobile devices and tablets. 
[bookmark: _Toc85612510][bookmark: _Toc99610546]Definition
	[bookmark: _Toc327548202][bookmark: _Toc327548002][bookmark: _Toc327447334][bookmark: _Toc466559295]Term 
	Description

	AI Mobile Device
	Refer to the definition of AI Mobile Device in TS.47 AI Mobile Device Specification [1]. 

	Power Meter

	Equipment that used for power measurement and can fulfil the following functions:
1. Provide power for DUT.
2. Display the current value in diagram.

	VGG16_notop
	VGG16 without last three fully connected layers, in float32 format. [7]


[bookmark: _Toc85612511][bookmark: _Toc99610547]Abbreviations
	Term 
	Description

	AI
	Artificial Intelligence

	OEM
	Original Equipment Manufacturer

	DUT
	Device Under Test

	SDO
	Standard Developing Organisations 

	TOPS
	Tera Operations Per Second

	TOPS/w
	Tera Operations Per Second / Per Watt


[bookmark: _Toc466559296][bookmark: _Toc85612512][bookmark: _Toc99610548]References
Requirements shall be based on the exact versions as indicated below. However if the manufacturers use a later release and/or version this should be indicated. The GSMA will continually align with other SDOs as appropriate.
	Ref
	Doc Number
	Title

	
	GSMA PRD TS.47
	AI Mobile Device Specification, Version 1.0, September 2019

	[2]
	ISO-IEC-19795-1
	Information technology — Biometric performance testing and reporting —Part 1: Principles and framework

	[3]
	
	FIDO Biometrics Requirements (2020)
https://fidoalliance.org/specs/biometric/requirements/Biometrics-Requirements
-v2.2-fd-20211206.pdf

	[4]
	GSMA PRD TS.29
	Smartphone Performance Test Case Guideline Version 6.0 or later
Void

	[5]
	RFC 2119
	“Key words for use in RFCs to Indicate Requirement Levels”, S. Bradner, March 1997. Available at http://www.ietf.org/rfc/rfc2119.txt 

	[6]
	RFC8174 
	Ambiguity of Uppercase vs Lowercase in RFC 2119 Key Words
https://www.rfc-editor.org/info/rfc8174

	[7]
	
	https://keras.io/api/applications/vgg/

	[8]]]
	ETSI EG 202 396-1
	Speech and multimedia Transmission Quality (STQ); Speech quality performance in the presence of background noise; Part 1: Background noise simulation technique and background noise database:
https://www.etsi.org/deliver/etsi_eg/202300_202399/20239601/01.02.04_60/eg_2
0239601v010204p.pdf


[bookmark: _Toc11071583][bookmark: _Toc16506724][bookmark: _Toc2710559][bookmark: _Toc85612513][bookmark: _Toc99610549]Modal verbs terminology
The key words “MUST”, “MUST NOT”, “REQUIRED”, “SHALL”, “SHALL NOT”, “SHOULD”, “SHOULD NOT”, “RECOMMENDED”, “MAY”, and “OPTIONAL” in this document are to be interpreted as described in RFC 2119 [5] (RFC8174) [6] when, and only when, they appear in all capitals, as shown here.

========= End of 1st change =======


========= Start of 2nd change =======
Approved at TSGAI35
[bookmark: _Toc327548205][bookmark: _Toc327548005][bookmark: _Toc85612514][bookmark: _Toc99610550][bookmark: _Toc15533124][bookmark: _Toc327548213][bookmark: _Toc327548013][bookmark: _Toc466559343][bookmark: _Ref329687100][bookmark: _Toc209948274]Test Methodology
[bookmark: _Toc85612515][bookmark: _Toc99610551]Testing of optional requirements
Any requirement which is optional may be subject to a conformance test if it is supported by the DUT.
A declaration by the device manufacturer based on Applicability Table (Annex A), is used to determine whether an optional requirement is supported.
[bookmark: _Toc85612516][bookmark: _Toc99610552]Implicit testing
The conformance of some requirements may not be verified explicitly in the present document. This does not imply that these requirements are not essential, but these are implicitly tested to a sufficient degree in other tests. For clarity implicitly tested requirementsthese are marked out correspondinglylisted below:	Comment by QC: TSGAI#29: This is quite a meaningless information because if a requirement is tested by a test case then that is explicitly tested.

This section should be deleted.	Comment by QC: For TSGAI#32: Decide whether this section be deleted.	Comment by QC: @TSGAI#33: CT propose to keep this section for now and if no requirements are listed in this section then this section can be removed.
To ensure this is not missed, an Editor's note is added.
XXTBD
Editor’s Note: This section will be updated if list of requirements or deleted if list is empty.
[bookmark: _Toc85612517][bookmark: _Toc99610553]Repetition of tests
As a general rule, the test cases specified in the present document are highly reproducible and don't need to be repeated unless otherwise stated.
[bookmark: _Toc85612518][bookmark: _Toc99610554]Testing of cases that can leverage the existing certification scheme
For those test cases that can leverage the existing certification scheme, the corresponding conformance test here to will directly accept the results from the certification scheme.
 Consider adding this to section 3

	Comment by QC: TSGAI#30: CT suggested to move this sentence to section 3. QC think Annex D could be applicable to other tests than just those in section 3 hence propose to keep this as  widely applicable as possible.	Comment by QC: For TSGAI#32: Decide whether to keep this sentence here so it can be application more than just section 3.



========= End of 2nd change =======


========= Start of 3rd change =======
[bookmark: _GoBack]
[bookmark: _Toc85612519][bookmark: _Toc99610555][bookmark: _Toc15533128][bookmark: _Toc85612525][bookmark: _Toc99610561]Hardware Performance
[bookmark: _Toc85612520][bookmark: _Toc99610556][bookmark: _Toc15533126]Integer implementation performance 
Test purpose  
To verify that the DUT can meet the minimum requirements of int8 TOPS and int8 TOPS/w.
[bookmark: _Toc85612521][bookmark: _Toc99610557]Referenced requirements
	Requirement for the modified VGG 16 network	Comment by QC: If this change is agreed then corresponding change to TS.47 also needs to be made.

	TS47_3.1_REQ_001
	An AI Mobile Device SHOULD have a minimum of (1) int8 TOPS.

	TS47_3.1_REQ_002
	An AI Mobile Device SHOULD have a minimum of (0.5) float16 TOPS.

	TS47_3.1_REQ_003
	An AI Mobile Device SHOULD have a minimum of (0.5) int8 TOPS/Watt.

	TS47_3.1_REQ_004
	An AI Mobile Device SHOULD have a minimum of (0.3) float16 TOPS/Watt.


[bookmark: _Toc85612522][bookmark: _Toc99610558]Preconditions 
· Test Dataset
1000 images of size 224*224*3.
· Test Model preparation
1. Take VGG16_notop as the Reference Model.
2. Use the Model Conversion tool provided by the chipset vendor to convert the Reference Model to an int8 or/and a float16 model that can be run on the DUT, take this converted model as Model_t.
3. Validate Model_t can be used as the Test Model. The validation process is as follows. 
	Step
	Test procedure
	Expected result

	1
	Number the data in Test Dataset from 1 to 1000.
	Each test data is denoted as I(n), where n ∈ [1, 1000].

	2
	Run Reference Model with Test Dataset on a PC.
	The output dataset of PC is obtained. Each data inside is in tensor form, denoted as R(n) according to its input I(n).

	3
	Run Model_t with Test Dataset on DUT.
	The output dataset of DUT is obtained.  

	4
	Convert each DUT output data into a tensor, with the shape identical to the shape of R(n).
	The converted DUT output data is in tensor form, denoted as V(n) according to its input I(n) in step 3.

	5
	Calculate the difference between a given V(n) and each R(m), m ∈ [1, 1000].
Note: Euclidean distance is recommended as the difference function.
	A difference value set of the given V(n) is obtained.

	6
	Repeat step 5 until each V(n) is calculated.
	A two-dimensional difference matrix is obtained, denoted as DiffMat. Each element DiffMat[m, n] represents the difference value between R(m) and V(n), where n, m ∈ [1, 1000]. 

	7
	Count the diagonal elements that are the minimum of their own row, and calculate the proportion of minimum diagonal elements in all DiffMat[n, n].
	The proportion of minimum diagonal elements in all DiffMat[n, n] should be greater than [99%].

	8
	Classify the DiffMat elements into two classes based on their difference values. Label the elements with strong similarity as Positive and the others as Negative.
	All elements in DiffMat are sorted and labelled. 


	9
	Take the Positive diagonal elements as True Positive instances, and calculate the F1-score of the classification. Denote the result as Fc%. (The information and utility preserved in Model_t’s output are similar to those preserved in Reference Model’s output, under the confidence of Fc%.) 
	If Fc% is not lower than [95%], it is considered that Model_t and Reference Model have a strong similarity, and Model_t can be validated as Test Model.


The output of converted model should closely match the output of reference model based on proposed approach in the Annex E.

       See Annex D for more details on Test Model validation.

· Test Scripts preparation
Scripts to pre-process the test dataset, run the test model and measure TOPS.
AI Application for TOPS testing shall have the following characteristics:
Source code must be available for software auditing, and
AI application shall support the NN baseline model used to evaluate TOPS performance, and
AI application shall create a test report with TOPS configuration and performance.
Test Dataset
Test dataset shall be publicly available. Example of public datasets provided in Annex D.
[bookmark: _Toc85612523][bookmark: _Toc99610559]Initial configuration
DUT is loaded with test scripts and test modelconfigured for int8 or/and float16 TOPS, and TOPS/watt measurement.
DUT is Switched OFF.
Power meter is Switched ON and connected to the DUTOFF.
[bookmark: _Toc85612524][bookmark: _Toc99610560]Test procedure
	Step
	Test procedure
	Expected result

	1
	If audit is required review AI Application source code to ensure unbiased implementation of int8 TOPS testing.Switch the power meter on and connect it to DUT for power measurement.
	Software source code audit report for int8 TOPS testing.The power meter is on.

	2
	Switch DUT onON, and adjust the screen brightness to the lowest level, turn OFFoff the Bluetooth, turn OFF all notificationsmute the DUT and turn ONon the flight mode.
	DUT is ON,on and is in flight mode with all radios (e.g., cellular radio, BT, WiFi etc) & notifications turned OFF.


	3
	Record the current and voltage.

	The current curve and the voltage are displayed.

	4
	Wait until the current is stable, i.e. the current curve is stable [+/-5%].
	The current is stable.


	5
	Record the background current and the voltage for 60 seconds, compute the average value.
	The value of average background current and average voltage are obtained.

	6
	Run the test scripts for int8 Test Model, record the inference time and compute the average inference current.
	The inference time and the average inference current value are obtained.

	7
	Compute int8 TOPS and compare the result with the value specified in the requirement TS.47_3.1_REQ_001.
	The int8 TOPS result meets requirement TS.47_3.1_REQ_001.

	8
	Compute int8 TOPS/Watt and compare the result with the value specified in the requirement TS.47_3.1_REQ_003.
	The int8 TOPS/Watt result meets requirement TS.47_3.1_REQ_003.

	9
	Stop recording the current.
	The current curve stops recording.

	10
	Change the test model to float16 Test Model, repeat step 3 to 9 for float16 TOPS and float 16 TOPS/Watt measurement.
	The float16 TOPS result meets requirement TS.47_3.1_REQ_002.
The float16 TOPS/Watt result meets requirement TS.47_3.1_REQ_004.



Testing floating point implementation
Test purpose
To verify the DUT can meet the minimum requirements of float16 TOPS and float16 TOPS/w.
Referenced requirements
	TS47_3.1_REQ_002
	An AI Mobile Device SHOULD have a minimum of (0.5) float16 TOPS.

	TS47_3.1_REQ_004
	An AI Mobile Device SHOULD have a minimum of (0.3) float16 TOPS/Watt.


Preconditions 
The output of converted model should closely match the output of reference model based on proposed approach in the Annex E.
Scripts to pre-process the test dataset, run the test model and measure TOPS.
AI Application for TOPS testing shall have the following characteristics:
1. Source code must be available for software auditing, and
AI application shall support the NN baseline model used to evaluate TOPS performance, and
AI application shall create a test report with TOPS configuration and performance.
Test Dataset
Test dataset shall be publicly available. Example of public datasets provided in Annex D.
Initial configuration
DUT is configured for float16 TOPS and float16 TOPS/watt measurement.
DUT’s network connection (e.g., WiFi, cellular) is Switched OFF.
DUT is Switched OFF.
Power meter is Switched ON and connected to the DUT.
Test procedure
	Step
	Test procedure
	Expected result

	1
	If audit is required review AI Application source code to ensure unbiased implementation of float32 TOPS testing.
	 Software source code audit report for float32 TOPS testing.

	2
	Switch DUT ON, adjust the screen brightness to the lowest level, turn OFF the Bluetooth, turn OFF all notifications and turn ON the flight mode.
	DUT is ON and is in flight mode with all radios (e.g., cellular radio, BT, WiFi) and notifications turned OFF.

	3
	Record the current and voltage.

	The current curve and the voltage are displayed.

	4
	Wait until the current is stable, i.e., the current curve is stable [+/-5%].
	The current is stable.


	5
	Record the background current and the voltage for 60 seconds, compute the average value.
	The value of average background current and average voltage are obtained.

	6
	Run the test scripts for float16 Test Model, record the inference time and compute the average inference current.
	The inference time and the average inference current value are obtained.

	7
	Compute float16 TOPS and compare the result with the value specified in the requirement TS.47_3.1_REQ_002.
	The float16 TOPS result meets requirement TS.47_3.1_REQ_002.

	8
	Compute float16 TOPS/Watt and compare the result with the value specified in the requirement TS.47_3.1_REQ_004.
	The float16 TOPS/Watt result meets requirement TS.47_3.1_REQ_004.



[bookmark: _Toc85612584]========= End of 3rd change =======
[bookmark: _Ref94787279][bookmark: _Toc99610629]



========= Start of 4th change =======
Testing Methods
Hardware performance testing ether Test Method 1 or 2 can be used 
Testing Method 1 
Test Model preparation
1. Take VGG16_notop as the Reference Model.
2. Use the Model Conversion tool provided by the chipset vendor to convert the Reference Model to an int8 or/and a float16 model that can be run on the DUT, take this converted model as Model_t.
3. Validate Model_t as described in Annex E. For Model_t the validation confidence threshold is [95%].
Test Scripts preparation
Scripts to pre-process the test dataset, run the test model and measure TOPS.
Test Dataset
1000 images of size 224*224*3.
Testing Method 2
1. 	Comment by QC: TAGAI#29:
QC believe the hardware performance KPIs in TS.47 are applicable to any NN model and not just to VGG16 NN model.
CT: 
What version of MLC application will be used by TS.53?
Will it include both Open and Closed one?
Is there any template or is there any plan for report formatting in bullet 4?
Based on my knowledge, the pass /fail criteria for VGG16_notop may not applicable for all models listed in bullet 6 table. Could you provide more information, e.g. TOPS test results for MobileNetEdge on different chipset?
2. For hardware performance testing, determine the number of operations required to complete the task for the selected reference model.
3. Validate converted Test Model as described in Annex E.
4. The datasets and models shown in the following table can be used. These models and datasets can be obtained from public sources (Note).
	Task
	Image classification
	Object detection
	Image segmentation
	Natural Language Processing

	Data
	ImageNet
	COCO
	ADE20K
	SQuAD v1.1

	Model
	MobileNetEdge
	MobileDET_SSD
	Deeplabv3+ - MobileNetv2
	MobileBERT

	Scenario
	Single Stream / Offline
	Single Stream
	Single Stream
	Single Stream


 
NOTE: An example public source for AI test application/dataset is mlcommons.org. 
========= End of 4th change =======


========= Start of 5th change =======
Additional Details for Test Model Validation (Normative)
[bookmark: _Toc99610630]Motivation
When applying the compressed AI model to the TOPS and TOPS/w test, several concerns may arise. Firstly, the test AI models cannot be unified across DUTs since most vendors have their own methods and tools for model compression, causing models to have different formats, parameters or even structures. Secondly, the hardware design of the DUTs varies, which may lead to different processing of hardware computation. 
Unfairness would thus be introduced, especially when there exist test models that are over-compressed for acceleration, or when a considerable amount of MAC operations is ignored during DUT processing. In these cases, the model would have significant information loss and its output could be too obscure for further use. 
The purpose of Test Model Validation is to avoid considering the above model as valid, so as to maintain the fairness as much as possible. 
[bookmark: _Toc99610631]Mechanism
The main idea of the validation process is to conduct a one-by-one examination on the test model output, making sure the information and utility can be retained to a certain extent after the compression and hardware processing. Comparison is made between the output of the test model running on DUT and the output of the original model (i.e., the uncompressed model) running on a trusted third-party device. If the outputs are similar, it can be considered that the test model is close to the original model, and the test model can be validated.
[image: Diagram

Description automatically generated]
Figure ED-1. A flowchart of Test Model Validation.
As described in Section 3, the input Test Dataset can be denoted as , where . Consider the PC model function  and the DUT model function , Reference Dataset can be denoted as  and VD Dataset as . 
Denoted the difference function as , the difference matrix  can be formed. The element at row  and column  is represented as

[image: ]
TableFigure E-1D-2. An illustration of  and its elements.
After  is achieved, the diagonal elements  are examined. Since  and  share the same input data, theoretically they will enjoy the highest similarity. Thus, an early stopping examination is performed first, checking whether each diagonal element is the minimum of its row. Ideally, it should satisfy 

But the compressed model may compress the information a lot while still preserve the class feature, directing ’s most similar  to another same-class data whose index , such as the case when  and both  and  belong to the same class. So an empirical threshold is set in the test. If the proportion of minimum diagonal elements to N passes this threshold, the test continues. 
Then classification is implemented to sort out the elements with strong similarity. A threshold  is set to classify all the  elements. For ,

In the final step, the F1-score of the classification is calculated. Taking all the Positive diagonal elements as  instances, the F1-score is achieved by

where the precision rate  and the recall rate  are computed as


Then it can be considered that under the confidence of , the information and utility preserved in the test model output are similar to the information and utility preserved in the original model’s output. If the F1-score exceeds certain threshold, it can be considered that the test model and the original model have a strong similarity.
[bookmark: _Toc99610632]Test Setting
Specifically, Euclidean distance (i.e., l2) is recommended as the difference function, according to its better classification performance shown in Figure E-2D-3. Structural similarity (SSIM) can be used as a difference function either.
[image: Chart, line chart

Description automatically generated]
Figure E-2D-3. The Precision-Recall curves of four candidate difference functions, where rmse denotes root mean square error and muInfo denotes mutual information. Euclidean distance and SSIM both have greater AUC (Area Under Curve) than the other two candidates.
Based on the Test Dataset in Section 3, the empirical threshold in early stopping examination is set as [99%], so that the proportion of minimum diagonal elements to N should be greater than [99%].
For the classification threshold,  is determined by the Precision-Recall curve of a specific DUT output dataset.	Comment by QC: TSGAI#29: This number needs more discussion.
[image: Chart, box and whisker chart

Description automatically generated]
Figure E-3D-4. The box plot of the  diagonal elements of different DUTs. The majorities are below  and all the classifications achieve F1-scores of more than 95%.

A generalised procedure is described below:
1. Number the data in Test Dataset from 1 to N and each test data item is denoted as I(n), where n ∈ [1, N].
2. Run Reference Model with Test Dataset on a PC. For each input data I(n), the corresponding output is denoted as R(n) and R(n) is in tensor form.
3. Convert Reference Model to DUT specific Test Model.
4. Run the Test Model with Test Dataset on DUT. Convert each output data item into a tensor, with the shape identical to the shape of R(n). For each input I(n) the corresponding output in tensor form is denoted V(n).
5. Calculate the difference between a given V(n) and each R(m), m ∈ [1, N]. Note: Euclidean distance is recommended as the difference function.
6. Repeat step 5 for all values if n∈ [1, N]. A two-dimensional difference matrix, DiffMat[n,n] is obtained. Each element DiffMat[m, n] represents the difference value between Reference model output R(m) and Test Model output V(n), where n, m ∈ [1, N].
7.  Check whether each diagonal element is the minimum of its own row. The proportion of minimum diagonal elements in all DiffMat[n, n] should be greater than model [99%] for the model to be valid, otherwise the model is not valid and validation process stopped.
8. Classify the DiffMat elements into two classes based on their difference values. Label the elements with strong similarity as Positive (i.e., in Figure D-3,  T) and the others as Negative ((i.e., in Figure D-3,  T)).
9. Take the Positive diagonal elements as True Positive instances and calculate the F1-score of the classification. Denote the result as Fc%. The information and utility preserved in Test Model’s output are similar to those preserved in Reference Model’s output, under the confidence of Fc%.
10. If Fc% is not lower than reference model specific threshold, it is considered that DUT specific Test Model and Reference Model have a strong similarity.

[bookmark: _Toc99610633]Document Management
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It is our intention to provide a quality product for your use. If you find any errors or omissions, please contact us with your comments. You may notify us at prd@gsma.com 
Your comments or suggestions & questions are always welcome.
========= End of changes =======

image1.jpeg
GSMA




image2.png
Reference Model compressen Model_t Test Model
(FP32) (INT8 or FP16) (INT8 or FP16)
m $ TOP & TOP/w Test

[
. -
lo

s DUT

Model_t cannot be validated as Test Model.





image3.png
R1

R2

RN

V1 V2 WN

diff(R1, V1) diff(R1, V2) diff(R1, VN)
diff(R2, V1) diff(R2, V2) diff(R2, VN)
diff(RN, V1) diff(RN, V2) diff(RN, VN)





image4.svg
       diff(f2, qN...     diff(R1, V1)    diff(R1, V2)    ...    diff(R1, VN)    diff(R2, V1)    diff(R2, V2)    ...    diff(R2, VN)            diff(RN, V1)    diff(RN, V2)    ...    diff(RN, VN)   R1   ...   ...   ...   ......   R2   RN   V1   V2   VN   ...   ...  


image4.png




image5.png
Euclidean Distance

1600

1400

1200

1000

800

600

400

200

o

DUT-10of Vendor A DUT-20f Vendor A DUT-3of Vendor B DUT-4of Vendor B DUT-5 of Vendor B DUT-6 of Vendor B





