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1. Introduction
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	Term 
	Description

	Application Client
	[bookmark: _Hlk41576674]The application functionality deployed on the User Equipment. It works with the User Client (UC) to use the Edge Cloud service provided by the Operator Platform

	Application Instance
	A single deployment of an Edge Application.

	Application Provider
	The provider of the application that accesses the OP to deploy its application on the Edge Cloud, thereby using the Edge Cloud Resources and Network Resources. An Application Provider may be part of a larger organisation, like an enterprise, enterprise customer of the OP, or be an independent entity.

	Availability Zone
	An OP Availability Zone is the equivalent of an Availability Zone on Public Cloud. An Availability Zone is the lowest level of abstraction exposed to an Application Provider who wants to deploy an Application on Edge Cloud. Availability Zones exist within a Region. Availability Zones in the same Region have anti-affinity between them in terms of their underlying resources - this ensures that in general terms, when an Application Provider is given a choice of Availability Zones in a Region, they are not coupled which ensures separation and resilience.

	Capability Exposure Role
	The OP role in charge of the relationship with the Application Providers. It unifies the use of multiple Edge Clouds, which may be operated by different Operators/OP Partners and accessed through different Operator Platforms. 

	Certificate Authority
	An entity that issues digital certificates.

	Cloudlet
	A point of presence for the Edge Cloud. It is the point where Edge Applications are deployed. A Cloudlet offers a set of resources at a particular location (either geographically or within a network) that would provide a similar set of network performance.

	Converged Charging System
	The element within the Operator’s Network that allows to do the real time rating and charging for the services that are provided by that Operator [32]

	Data collection interval
	A common interval for data reporting that should be negotiated to facilitate federation.

	Data Protection
	Legal control over access to and use of data stored in computers.

	East/Westbound Interface
	The interface between instances of the OP that extends an operator's reach beyond their footprint and subscriber base.

	Edge Application
	The application functionality deployed on the cloudlet

	Edge Cloud
	Cloud-like capabilities located at the network edge including, from the Application Provider's perspective, access to elastically allocated compute, data storage and network resources. 
Edge Clouds are targeted mainly at Edge-Enhanced Applications and Edge-Native Applications. 
In the context of this document, the Edge Cloud is managed by an Operator Platform's Service Resource Manager Role.
The phrase "located at the infrastructure edge" is not intended to define where an Operator deploys its Edge Cloud. The Edge Cloud is expected to be closer (for example, latency, geolocation, etc.) to the Application Clients than today's centralised data centres, but not on the User Equipment, and could be in the last mile network.
Note 1:	This definition is based on that in "Open glossary of edge computing", v2.0 [3].

	Edge Cloud Resources
	In the context of this document, resources of the Edge Cloud Service that are managed by the Service Resource Manager Role.

	Edge-Enhanced Application

	An application capable of operating in a centralised data centre but which gains performance, typically in terms of latency, or functionality advantages when provided using an Edge Cloud. These applications may be adapted from existing applications that operate in a centralised data centre or may require no changes. 
Note 1:	This definition is based on that in "Open glossary of edge computing", v2.0 [3].

	Edge-Native Application

	An application that is impractical or undesirable to operate in a centralised data centre. This can be due to a range of factors from a requirement for low latency and the movement of large volumes of data, the local creation and consumption of data, regulatory constraints, and other factors. These applications are typically developed for, and operate on, an Edge Cloud. They may use the Edge Cloud to provide large-scale data ingest, data reduction, real-time decision support, or solve data sovereignty issues. 
Note 1:	This definition is based on that in "Open glossary of edge computing", v2.0 [3].

	End-to-End network slicing
	Slicing concept for mobile network which include UE, RAN, Core and Transport. [30]

	Federation Broker Role
	The OP role in charge of easing the relationship between federated OPs. For example, it allows an OP to access many other OPs through a single point of contact and simplify its contractual relationships. 
The Federation Broker Role is optional since a federation can be performed directly between two Federation Managers (in a one-to-one relationship).

	Federation Manager Role
	The OP role that publishes and provides access to the resources and capabilities of another OP, including its Capability Exposure Role and Service Resource Manager Role.

	Flavour
	A set of characteristics for compute instances that define the sizing of the virtualised resources (compute, memory, and storage) required to run an application. Flavours can vary between operator networks.

	Home OP
	The Operator Platform instance belonging to the subscriber's Operator; that is, whose PLMN identity (MCC and MNC) matches with the MCC and MNC of the subscriber's IMSI, as defined in 3GPP TS 23.122.[29]	Comment by Sandra Ondrusova: Reference missing
Note: non-SIM devices are for further study

	Leading OP
	The Operator Platform instance connected to the Application Provider and receiving the onboarding requests, sharing them to the selected federated platforms/operators.

	Local Breakout
	Edge Cloud Services are provided to a roamed UE by the Visited OP, rather than by the Home OP

	Network Resource Location
	The Network Resource Location is how near to the edge or the centre of the network an application is instantiated and Cloud resources are consumed. Whilst typically, an OP deploys an application on a Cloudlet at the edge of the network, it may choose to deploy it, for example, at a Regional level or centrally (but within the OP). The OP decides on the Network Resource Locations.

	Network Resources
	In the context of this document, the network services and capabilities provided by the Operator that are managed by the Service Resource Manager Role.

	Network Slice
	A logical network that provides specific network capabilities and network characteristics [10]

	Network Slice Instance
	A set of Network Function instances and the required resources (e.g. compute, storage and networking resources) which form a deployed Network Slice [10]

	Non-SIM User Equipment (Non-SIM UE) 
	Any device that is used by end-user that does not require SIM to access communication services. Examples of such devices are Tablets, Laptops, VR headsets, gaming consoles, IoT sensors etc. UCs and Application Clients are deployed on the Non-SIM User Equipment.

	Northbound Interface
	The interface that exposes the Operator Platform to Application Providers

	Operator
	In the context of GSMA OP, an Operator is a network operator that exposes capabilities of their network to Application Providers (e.g. deploys an Edge Cloud or a network slice), provides connectivity to User Equipment and has an Operator Platform.

	Operator Platform
	An Operator Platform (OP) facilitates access to the Edge Cloud and other capabilitiesy of an Operator or federation of Operators and Partners. It follows the architectural and technical principles defined in this document. 
NOTE: Future versions of this document may extend the capabilities of the Operator Platform. 

	Partner
	An entity or other party that offers and provides a service or resource, in the context of the Operator Platform's federation, to other partners. Each partner hosts an OP and offers the resources through its E/WBI federation. For example, a partner can be an Operator that provides network, subscribers and cloud services or a hyperscaler / cloud provider that offers cloud services only.

	Partner OP
	An Operator Platform that federates with another Operator Platform and through the E/WBI offers its Edge Cloud capabilities to the other Operator Platforms.

	Region
	An OP Region is equivalent to a Region on a public cloud. The higher construct in the hierarchy exposed to an Application Provider who wishes to deploy an Application on the Edge Cloud and broadly represents a geography. A Region typically contains one or multiple Availability Zones. A Region exists within an Edge Cloud.

	Regional Controller
	The Regional Controller functions at the geographic Region level wherein it manages Cloudlets within that geography. The size of Cloudlets and the scope of geography managed by a Regional Controller is up to the operator to define.

	Representational Consistency
	Representational Consistency means that the information elements that the Application Provider exchanges with an Edge Cloud do not change as a function of the Partner OP with which it is ultimately interacting. This implies that a function of the Capabilities Exposure Role is to provide a consistent information model.

	Service Continuity
	The uninterrupted user experience of a service, including in those cases where the IP address or anchoring point change

	Service Resource Manager Role
	The OP role in charge of orchestrating Edge Cloud Resources and Network Resources for use by Application Providers and end-users. This role includes managing the application load over the Edge Cloud, the configuration of network capabilities, and the relationship with the UC.

	Session Continuity
	The continuity of a PDU Session. For PDU Session of the IPv4 or IPv6 or IPv4v6 types, "Session Continuity" implies that the IP address is preserved for the lifetime of the PDU Session

	Southbound Interface
	Connects the OP with the specific operator infrastructure that delivers the network, cloud and charging services and capabilities.

	Tenant
	A Tenant is the commercial owner of the applications and the associated data. 
Note: It is for further study how to align this concept with the commercial track. 

	Tenant Space
	A Tenant Space is a subset of resources from a Cloudlet that are dedicated to a particular tenant. A Tenant Space has one or more VMs running native or containerised applications or cover a complete server.

	User Client
	Functionality that manages on the user's side the interaction with the OP. The User Client (UC) represents an endpoint of the UNI and is a component on the User Equipment. 
NOTE: Different implementations are possible, for example, OS component, separate application software component, software library, SDK toolkit and so on.

	User Equipment (UE)
	Any device with a SIM used directly by an end-user to communicate. UCs and Application Clients are deployed on the User Equipment. By default, the term “UE” means UE with the explicit SIM-based Telecom wireless network connectivity throughout the document.  

	User-Network Interface
	Enables the UC hosted in the user equipment to communicate with the OP.

	Visited OP
	The Operator Platform instance that belongs to the Operator providing access to a roaming subscriber; that is, whose PLMN identity (MCC and MNC) matches with the MCC and MNC of a roaming subscriber's current VPLMN.
Note: non-SIM devices and non-3GPP access are for further study
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	Term 
	Description

	5G
	5th Generation Mobile Network

	5GC
	5G Core

	AAA
	Authentication, Authorisation and Accounting

	AAF
	Application Authorisation Framework

	AF
	Application Function

	AMF
	Access and Mobility Management Function

	API
	Application Programming Interface

	AR
	Augmented Reality

	B2B
	Business to Business

	B2B2C
	Business to Business to Consumer

	B2C
	Business to Consumer

	CCS
	Converged Charging System

	CDM
	Common Data Model

	CEF
	Charging Enablement Function

	CER
	Capabilities  Exposure Role

	CHF
	Charging Function

	CI/CD
	Continuous Integration / Continuous Development and Deployment

	CISM
	Container Infrastructure Service Manager

	CPU
	Central Processing Unit

	CRUD
	Create, Read, Update and Delete

	CSC
	Communication Service Customer

	CSP
	Communication Service Provider

	CTF
	Charging Trigger Function

	DBaaS
	DataBase as a Service

	DC
	Data Centre

	DDoS
	Distributed Denial of Service

	DL
	DownLink

	DNAI
	Data Network Access Identifier

	DNN
	Data Network Name

	DoS
	Denial of Service

	EAS
	Edge Application Server

	ECP
	Edge Computing Platform

	ECS
	Edge Configuration Server

	EEC
	Edge Enabler Client

	EES
	Edge Enabler Server

	ETSI
	European Telecommunications Standards Institute

	E/WBI
	East/Westbound Interface

	eMBB
	Enhanced Mobile Broadband

	FPGA
	Field Programmable Gate Array

	FQDN
	Fully Qualified Domain Name

	GDPR
	General Data Protection Regulation

	GMLC
	Gateway Mobile Location Centre

	gNB
	gNodeB

	GPS
	Global Positioning System

	GPSI
	Generic Public Subscription Identifier

	GPU
	Graphic Processing Unit

	GST
	Generic network Slice Template

	GW
	GateWay

	HPLMN
	Home Public Land Mobile Network

	HTTP
	HyperText Transfer Protocol

	IaaS
	Infrastructure as a service

	ID
	IDentifier

	IMSI
	International Mobile Subscriber Identity

	I/O
	Input/Output

	IoT
	Internet of Things

	IP
	Internet Protocol

	IPsec
	Internet Protocol Security

	ISG
	Industry Specification Group

	ITU
	International Telecommunication Union

	KPI
	Key Performance Indicator

	L4
	Layer 4

	LADN
	Local Area Data Network

	LAI
	Location Area Identification

	LBO
	Local BreakOut

	LCM
	Life-Cycle Management

	MCC
	Mobile Country Code

	MEC
	Multiaccess Edge Computing

	MNC
	Mobile Network Code

	MR
	Mixed Reality

	MSISDN
	Mobile Subscriber Integrated Services Digital Network Number

	NAS
	Non-Access Stratum

	NBI
	Northbound Interface

	NDS
	Network Domain Security

	NEF
	Network Exposure Function

	NEST
	NEtwork Slice Type

	NSaaS
	Network Slice as a Service

	NSC
	Network Slice Customer

	NSI
	Network Slice Instance

	NSP
	Network Slice Provider

	NSSI
	Network Slice Subnet Identifier

	NSSAI
	Network Slice Selection Assistance Information

	NPU
	Neural Processing Units

	NUMA
	Non-Uniform Memory Access

	NWDAF
	Network Data Analytics Function

	OCI
	Open Container Initiative

	OP
	Operator Platform

	OS
	Operating System

	OSC
	Open Source Community

	OTT
	Over the Top

	PaaS
	Platform as a service 

	PCF
	Policy Control Function

	PCRF
	Policy and Charging Rules Function

	PDN
	Packet Data Network

	PDU
	Protocol Data Unit 

	PGW
	PDN (Packet Data Network) GateWay

	PII
	Personally-Identifiable Information

	PRD
	(GSMA) Permanent Reference Document

	QoE
	Quality of Experience

	QoS
	Quality of Service

	RAN
	Radio Access Network

	RBAC
	Role-Based Access Control

	RNIS
	Radio Network Information Service

	RRS
	Resource Requirements Specification

	SAAS
	Software as a service

	SBI
	Southbound Interface

	SBI-CR
	Southbound Interface – Cloud Resources

	SBI-NR
	Southbound Interface – Network Resources

	SCEF
	Service Capability Exposure Function

	SD
	[bookmark: _Int_lQZr3l99]Service Differentiator

	SDK
	Software Development Kit

	SDO
	Standards Developing Organisation

	SLA
	Service Level Agreement

	SLI
	Service Level Indicators

	SMF
	Session Management Function

	S-NSSAI
	Single Network Slice Selection Assistance Information

	SPR
	Subscriber Profile Repository

	SR/IOV
	Single Root I/O Virtualisation

	SRM
	Service Resource Manager

	SSC
	Session and Service Continuity

	SST
	Slice/Service Type

	SUPI
	SUbscription Permanent Identifier

	TAC
	Tracking Area Code

	TAI
	Tracking Area Identification

	TLS
	Transport Layer Security

	UC
	User Client

	UE
	User Equipment

	UL
	UpLink

	UNI
	User to Network Interface

	UPF
	User Plane Function

	URI
	Uniform Resource Identifier

	URL
	Uniform Resource Locator

	URSP
	UE Route Selection Policy

	VIM
	Virtualised Infrastructure Manager

	VM
	Virtual Machine

	VPLMN
	Visited Public Land Mobile Network

	VPS
	Visual Positioning Service

	VPU
	Vision Processing Unit

	VR
	Virtual Reality

	Wi-Fi
	Wireless network protocols, based on the 802.11 standards family published by the IEEE.
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Network Slice as a Service
Network Slice as a Service (NSaaS) means the communication service provided by a Communication Service Provider (CSP) to its Communication Service Customer(s) (CSC) in the form of a service [31]. This service allows end-users managed by the CSC to use the service realized by a network slice or optionally allows CSC to manage the network slice if supported by the MNO/CSP/OP. From the OP point of view, the Application Provider acts as a CSC, while the Operator takes the role of CSP.
The Application Provider knows of the existence of s. the service characteristics andcapabilities are tailored to satisfy the service level agreement. Performance requirements of the network slice are based on characteristics of the network slice i.e 	Comment by Sandra Ondrusova r1: otherwise it would be “Network slices as NOP internals“
From 28.530:
In the "network slices as NOP internals" model, network slices are not part of the NOP service offering and hence are not visible to its customers. 
· Radio access technology
· Bandwidth
· End to end latency
· Reliability
· QOS
· Security, etc 

G.1 Network slice
A network slice is defined as a logical network that provides specific network capabilities and characteristics [10]. 3GPP has defined standardised network Slice /Service Types (SSTs) in Section 5.15.2.2 of 3GPP TS 23.501 [10]. 
GSMA has defined a Generic network Slice Template (GST) and several NEtwork Slice Types (NESTs) in GSMA PRD NG.116 [30]. GST contains a list of attributes that can be used to characterise a type of network slice/service. A NEST is a selection of GST attributes filled with values. A network slice can be tailored to provide a specific service. Figure G1 below shows GST and NEST in the context of the network slice lifecycle.
[image: ]
 GST and NEST in context of the network slice lifecycle [30]

A network slice could span across multiple domains – access network (or RAN), core network and transport network.
Figure 4.1.3.1 in section 4.1.3 of 3GPP TS 28.530 [31] and Figure G2 below depict that there can be various combinations of how a network slice can be deployed in a network. Some examples (non-exhaustive list) are as follows:
· A dedicated network slice to the Application Provider
· A dedicated network slice provides complete separation from other network slices for the specific NSSAI as all network resources (RAN/Transport/Core) are dedicated to the this network slice NSSAI being requested. No elements of the network will be shared with other network slices. NSSAI 	Comment by Bart van Kaathoven: It is enough that one function is dedicated for the network slice to be dedicated
· Several CSCs/Application Providers share the same network slice
· A shared network slice, is when different CSCs/Application Providers share a common resource/performance and SLA requirements that be defined by a common NSSAI and shared across differentother CSCs/Application Providers
· A shared access network with other network slices
· A shared access network, is where the Application Provider will share the access network to reduce complexity and overall cost. In addition, the Application Provider has no performance/SLA requirements over the access network., However, if the shared access network has specific SLA/performance requirements, the Application Provider will absorb those requirements.  
· Shared control plane functions, dedicated UPF(s)
· Shared control plane function is when the control plane (AMF and SMF, etc.) is shared between different NSSI, while the RAN, Transport and User-plane are dedicated to a single NSSI slice, based on performance and SLA requirements. 


How the network slices are deployed will depend on the Operator’s decision and the SLA/requirements of each Application Provider. 

 


 A variety of services provided by multiple network slices [31]

Network Slice Instance (NSI) is a set of Network Function (NFs) instances and the required resources (e.g. compute, storage and networking resources) which form a deployed network slice.
S-NSSAI identifies a network service [10] and comprises of:	Comment by Bart van Kaathoven: S-NSSAI identifies a service and multiple service can share a NSI hence and NSI can be identified with more than one S-NSSAI
· Slice/Service type (SST), which refers to the expected network slice behaviour in terms of features and services;
· Slice Differentiator (SD) is optional information that complements the SST(s) to differentiate amongst multiple network slices of the same SST.

There are multiple roles related to network slicing defined in 3GPP TS 28.530[10], GSMA NG.116[30]):
· Communication Service Customer (CSC): Uses communication services, e.g. tenant, enterprise customer, Application Provider 
· Communication Service Provider (CSP): Provides communication services. Designs, builds and operates its communication services. The CSP-provided communication service can be built with or without a network slice. The Operator, as defined in section 1.4, can act as a CSP. 
· 	Comment by Sandra Ondrusova (CKHH - IODUK - Technology Manager): Maybe we can remove NOP. We do not use this term	Comment by Sandra Ondrusovar2: Removed
· Network Slice Customer (NSC): The Communication Service Provider (CSP) or Communication Service Customer (CSC) who uses Network Slice as a Service (NSaaS). The Application Provider, as defined in section 1.4, can act as a NSC.
· Network Slice Provider (NSP): The Communication Service Provider (CSP) or Network Operator (NOP) who provides Network Slice as a Service. The Operator, as defined in section 1.4, can act as NSP.

Depending on actual scenarios, the Operators and the Application Providers can play one or several roles simultaneously, as depicted in Figure G3.
Note: The OP is assumed to be in the Operator’s domain.
￼ [image: ]￼	Comment by Sandra Ondrusova (CKHH - IODUK - Technology Manager): we don't have a definition for an Aggregator.
 Model roles in network slicing from the OP point of view

G.2 Network slice lifecycle management

3GPP has defined four phases of the network slice lifecycle in TS 28.530 Section 4.3 [31]:
· Preparation: includes network slice design, network slice capacity planning, on-boarding and evaluation of the network functions, preparing the network environment and other necessary preparations required to be done before the creation of an NSI. In this phase, the NSI does not exist. 	Comment by Bart van Kaathoven: Preparation of both services and network slices are required.
The Operator will take the decisiondecide on what elements to use in each domain for a particular network slice. It could be possible that two different network slices could share some elements (radio, transport, part of the core) and have dedicated ones but also have other elements that are dedicated to this network slice to meet the requirements of that network slice (as shown in Figure G2).
· Commissioning: includes the creation of the NSI. During NSI creation, all needed resources are allocated and configured to satisfy the network slice requirements. 
· Operation: includes the activation, supervision, performance reporting (e.g. for KPI monitoring), resource capacity planning, modification, and de-activation of an NSI. 
· Decommissioning: includes decommissioning of non-shared constituents if required and removing the NSI specific configuration from the shared constituents. After this phase the NSI, does not exist anymore.
[bookmark: _Int_InlGwW5T]Depending on the service offering, the Operator may impose limits on the NSaaS management capabilities exposed to the OP/CSC/APApplication Provider. There may be various levels of the NSaaS management capabilities, from managing only certainspecific characteristics (e.g. bandwidth, end-to-end latency, QCI…) to managing the network slice lifecycle (e.g. activation, decommissioning...).
When it comes to managing network slice lifecycle, there may be several situations:
· The Application Provider having a dedicated network slice: In this case, the OP may be able to trigger various operations from commissioning to decommissioning, together with the other lifecycle operations in between (e.g., configuration, activation, modification, deactivation). 
· The Application Provider sharing some parts of NSI with others: In this case, one or more subnets can be dedicated to the Application Provider, while other subnets can be shared with others. In this case, the OP will be responsible for managing only the subnet(s) dedicated to the NSI subnet(s). While the OP will receive notifications and KPIs from the shared subnets.	Comment by Tom van Pelt: may be better as "the subnets dedicated to the NSI"	Comment by Sandra Ondrusova (CKHH - IODUK - Technology Manager): changed
· The Application Provider sharing the network slice with others: The whole (all subnets) NSI is shared. The Application Provider and the OP have the knowledgeknows of the existence of the network slice. There will be no network slice lifecycle management capabilities exposed to the Application Provider OP from the network, thus the OP will not expose network slice lifecycle management capabilities to the AP. The OP will receiveexpose the notifications and KPIs only.

G.3 Roaming
Note: RoamingThis is for FFS.  	Comment by Tom van Pelt: May have to become a formal note explaining a bit more what "This" is. 	Comment by Sandra Ondrusova (CKHH - IODUK - Technology Manager): changed to Roaming
G.4 Federation
Note: FederationThis is for FFS.  	Comment by Tom van Pelt: Same here.	Comment by Sandra Ondrusova (CKHH - IODUK - Technology Manager): Change to Federation
G.5 Security

NSaaS provides on-demand requirements based on the needs of the Application Provider for specific network slices. The OP and the Application Provider use appropriate security control policies to be able to protect against unauthorised access and inappropriate use of the E2E network slice. and across the network infrastructure that is hosting the network slice.  	Comment by Bart van Kaathoven: How much should these APIs be simplified? If we bring the requirements to Camara it shall be easy to use APIs
Moreover, the capabilities for authentication of management service requests for allocating, deallocating, or modifying an NSI are expected to be supported by the OP or Application Provider either explicitly (directly) or implicitly(indirectly), as per 28.533 section 4.9 [17]. 
Authorised services allow an NSP to provide management capabilities and grant provisioning permission to the NSC to allow managing the network slice lifecycle to manage the network slice lifecycle (allocating, deallocating, or modifying an NSI). Permission can either be explicit or implicit. The eExplicit authoriszation a token is obtained from the NSP, so that the NSC can interact with the NSP. NSP can enforce access control and verify the access token. The iImplicit authoriszation is when the NSP enforces access control based on local policies or sync across a centraliszed authorization service.	Comment by Tom van Pelt: should probably be "...grant provisioning permission to the NSC to allow managing the network slice lifecycle..."	Comment by Fung, Eddy: Updated the statement
	Comment by Tom van Pelt: Seems wrong grammatically. Looking at the next sentence it should probably be "The explicit authorisation is when a token is obtained..."
Authorised services allow an NSP to provide management capabilities and grant provisioning permission to the NSC. Once NSC has provisioning permission, it'll manage the network slice lifecycle (allocating, deallocating, or modifying an NSI). 
Authoriszed services can either be explicit or implicit. Explicit authoriszation of a token is obtained from an NSP so that the NSC can interact with an NSP. NSP can enforce access control and verify the access token. Implicit authoriszation is when the NSP enforces access control based on local policies and synchroniszed the policies across a centraliszed authoriszation service.

G.6 Charging

3GPP has produced a set of technical specifications that define the architecture and protocols that enable Network Slice charging using the Operator’s Converged Charging System (CCS). In the context of this Annex, the most relevant ones are:
· TS 28.202 “Charging management; Network Slice management Charging in the 5G System (5GS);Stage 2” [34]
· TS 28.201 “Charging management; Network slice performance and analytics charging in the 5G System (5GS); Stage 2” [33]
As explained in section G.2 of this Annex, 3GPP has defined the network slice lifecycle, which can be optionally managed by the CSC/Application Provider if supported by the MNO/CSP/OP. In case this capability is allowed, 3GPP has defined in 3GPP TS 28.202 [34] the protocol that allows doing the rating and charging associated with the following operations related to Network slice lifecycle management:
· Network Slice Instance creation.	Comment by Bart van Kaathoven: It is the Connection Service that are offered and can be ordered. The cost of the offering depends on e.g. the requirements on the Connection Service and the relation between CSP and Enterprise e.g defined in a frame agreement
· Network Slice Instance modification.
· Network Slice Instance termination
When a CSC/Application Provider invokes one of the lifecycle management operations included above, and the operation is successfully completed, it triggers a charging request to the Converged Charging System (using the SBI-CHF) to ask for the rating and charging associated with that particular operation.
3GPP has defined different potential architectures for this charging integration, where the charging requests could be triggered:
· Directly from the element managing the lifecycle management operation (embedded charging trigger function -CTF-  in 3GPP terminology).
· By the CEF (Charging Enablement Function), an element defined by 3GPP that gets the notifications about operation’s completion and triggers the charging request to the CCS.
Note: the architecture to be used will be dependent on the capabilities available in the Operator and is FFS.
The Charging dialogue with the CCS is based on a Request/Response pattern where:
· The charging requests will include all the information elements that could be relevant for the CCS to calculate the appropriate tariff and do the charging (the commercial model used in the Operator is out of the scope of this document). As a reference, the following elements should be included in the charging request:
· CSC/Application Provider/Operator Platform identifiers that are invoking the operations
· Operation type invoked (creation/update/termination)
· Network Slice Instance identifiers
· Set of parameters related to the service profile associated with that Network Slice instance (e.g. latency, resource sharing level, Jitter, reliability …)
· Charging request response, where the CCS will inform about the outcome of the charging operation.

As a result of this charging operation, the CCS will generate a CDR (Call Details Record) including all the details about the charging operation (parameters used in the charging request, price, balances after doing the charging …). 
Note: The potential use of this CDR is for FFS.
Besides the charging scenarios associated with network slice management operations, 3GPP has also defined the following charging integration scenarios that are for FFS[33,34]:
· Charging based on a device’s 5G data usage using a particular Network Slice Instance.  This charging scenario is enabled by the information provided by the 5G Packet core in the charging requests sent to the CCS that are associated with the device’s data usage.
· Charging based on the performance of a particular Network Slice (based on the SLA commitment for a particular Network Slice Instance).
In this particular case, the charging integration is defined in 3GPP TS 28.201 [33] and - as in the case of Network Slice management charging scenarios - the charging dialogue is also based on a request/response pattern where charging requests will include information about the analytics for that Network Slice that are periodically collected by the Operator (in the NWDAF). Potential examples of these analytics are the Network Slice load, the device observed service experience …
	Comment by Bart van Kaathoven: OP allows a external party to request that a Device Connectivity can be onboarded to a Connectivity Service. Consent and eligibility might be needed from the Connectivity Service owner, from subscription owner and/or the end-user
G.7 Provisioning for end user
Note: It is FFS if subscription will be managed by the OP directly or if the Application Provider needs to communicate with the Operator’s BSS directly.

For a UE to select the appropriate network slice, it is essential to provide the UE with the correct network details. It is done during the provisioning when the end user profile is updated with the service and network slice information. The user profile includes but is not limited to S-NSSAI, DNN, URSP rules, and location information.

During network slice modification, there might be an instance where the network slice provisioning will change based on the new service requirements. These provisioning changes can happen anytime when the user is carrying a data session or has ended their data session.
Some of the possible scenarios when the end user provisioning can occur are as follows:

1. Network slice doesn’t exist: The OP commissions a new network slice, where the network configuration is done as agreed between the Operator and the Application Provider. The network slice provisioning includes but is not limited to NSSAI allocation, user(s) provisioning, resource allocation, configuration, and association to Application Provider. The Application Provider can access and retrieve relevant information about the newly provisioned slice and user(s) profile from the OP. Provisioned user(s) that are part of the network slice will have access to the application, which the Application Provider manages.	Comment by Bart van Kaathoven: I see this as a 2-step process. During Connectivity Service instantiation/modification pre-provisioning can be done to allow Device Connectivity to be possible. When a Connectivity Service has been instantiated Device Connectivity Service offerings are connected to the Connectivity Service. For the third party to order.

2. Existing network slice: Existing user(s) who are provisioned for the network slice and already have access to the network slice will continue to have access to the network slice, with no OP involvement.

3. Change of the network slice: There are some scenarios when the change of a network slice happens: 
· End-user initiated - An end user requests a change (e.g. purchases a gold service). The Application Provider sends the request to the OP to update the user(s) provisioning and to enable the end user to gain access to this new network slice.
· Application Provider – The change is triggered by the Application Provider or the OP (e.g. time limited gold subscription expires and the end user returns to best effort). The Application Provider sends the request to the OP to update the user(s) provisioning and to enable the end user to gain access to this new network slice.
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