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R1 changes:
· Change1: requirements modified based on the OPG114 feedback
· Original Change2 removed, as there were no changes for end user
· Change3: New subsection NSaaS Enabling Requirements created. New requirements added, existing reqs moved here.
· Change 4 updated figure and added new text for roles description
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Architectural Requirements
High-Level Requirements
General
The OP and its architecture shall comply with the following requirements:
1. The OP shall expose supported network capabilities to the Application Providers.
2. For each operator supporting the OP, there shall be an OP instance that has the sole responsibility for managing the resources and services that the OP exposes in that operator's network.
Note:	This instance may be operated by the Operator or be outsourced.
3. The OP shall be able to effectively isolate each Tenant's applications from the applications of all the other Tenants.
4. The interfaces that an OP instance offers to other parties shall be provided using common definitions based on the requirements in this document.
The OP shall be able to correlate data received. 	Comment by Sandra Ondrusova (CKHH - IODUK - Technology Manager): Tom, can you check if this is generic enough?	Comment by Tom Van Pelt: It's generic enough to be covered here, but maybe it should clarify what this information is to be mapped to.	Comment by Sandra Ondrusova (CKHH - IODUK - Technology Manager): updated	Comment by Sandra Ondrusova (CKHH - IODUK - Technology Manager): "information" - find a better word	Comment by Bart van Kaathoven: To me the statement is to generic, is is not clear what data is referenced to 
5. 

Functionality offered to Application Providers
The OP and its architecture shall fulfil the following requirements related to the functionality offered to Application Providers:
1. The OP architecture shall allow an Application Provider to use a common interface to manage edge applications deployed towards the subscribers of multiple operators subject to an agreement with the operators involved.
Note: 	such an agreement could result in the federation of OPs between involved operators.
The interfaces that an OP provides to the Application Providers for the development and deployment of edge applications shall allow for easy deployment of application instances developed for public clouds.
Note:	An OP can only manage application instances or resources on the infrastructure under direct control. Federation with other OPs is used when applications or resources need to be managed on other infrastructure.
The OP shall allow an Application Provider to reserve resources for future application instance deployments, ensuring the availability of the booked capacity.
The OP shall allow an edge application to be deployed within an operator network where it can utilise the optimum resources.
The OP shall hide the complexity of the OP architecture, the involved operator networks and client access to those networks from the Application Providers.
There shall be a "separation of concerns" of the OP and the Application Providers, meaning that the Application Providers and OP do not require knowledge of each other's internal workings and implementation details, for instance:
the OP does not expose its internal topology and configuration, Cloudlets' physical locations (see note), internal IP addressing, and real-time knowledge about detailed resource availability (Resources are provided as a virtualised service to an Application Provider); 
the OP does not know how the application works (for instance, it does not know about the application's identifiers and credentials). 
Note: 	The OP provides information on the geographical Region(s) where the edge cloud service is available. The Application Provider provides information sufficient for the OP to process the request and (if accepted) fulfil it. 
The OP architecture shall allow an Application Provider deploying an application using the OP to monitor the application's usage across the networks on which it is deployed.
The OP architecture shall allow an Edge Application deployed within an operator network to interface securely with the application's back-end infrastructure outside of the operator network.
The OP architecture shall allow an Edge Application deployed within an operator network to store data in a manner that is secure and compliant with applicable local regulations.
The OP shall enable the utilisation of cloud resources that support deploying applications as VMs or Containers. 
The OP shall support applications packaged as VMs and containers.
Note:	These are requirements on what the OP architecture shall enable. It is up to the individual parties providing an OP to decide whether they offer these capabilities in their deployment.
The OP shall expose network capabilities to the Application Providers, including longer-term managed network services (such as for QoS, i.e. Quality of Service) and shorter-term or transactional style services (such as SIM-derived services, such as location verification).
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High-Level Security Requirements
The OP architecture shall comply with the following security requirements:
1. The OP shall expose network capabilities and resources data (e.g., compute and storage) following the 'need-to-know' principle and only for the legitimate scenarios expected in the PRD.
The OP shall not expose its configuration data and internal topology (referred to as topology hiding). 
The OP shall apply data protection mechanisms to assure data availability, confidentiality, authenticity, and integrity. Data shall be protected both during storage and processing.
The permitted data (i.e., data that may be shared on the need-to-know principle) shall be exposed only to authorised and authenticated entities in a secure way. This means: 
protecting the data in transit, via encrypted and integrity protected channels, to prevent data interception and manipulation, as well as to prevent intervening attacks, while also assuring user privacy protection;
in storage and execution, via technological means, e.g., log file or database access controls, trusted enclaves.
The OP shall implement role-based access control for configuring users, with policies defined and enforced, ensuring a secure binding between services and authorised entities.
The OP shall adopt an integrity protection mechanism for the various identifiers in use (such as resource IDs, user/subscriber IDs, session IDs, application IDs) to prevent user and resource usage tracking, ensuring privacy protection.
The OP shall require operational procedures to carry out security hardening. This hardening includes, e.g., auditing to ensure that software patches are up to date, publishing regular security audits.
The OP shall adopt certificate-based authentication with a federation certificate authority, as described in 3GPP TS 33.310 [24].
The OP shall apply protection mechanisms to ensure service availability to prevent attacks targeting the availability of exposed applications/services, e.g., denial of service attacks and brute force attacks.
Telemetry for intrusion detection should be supported.
The OP shall adopt best practices of 3GPP SA3 on the selection of security protocols, certificate authorities, as described in 3GPP TS 33.310 [24] and elsewhere, as provided in the References list in Annex E.
Services, processes, and tenants running in containers and virtual machines, and their data, shall be protected. Approaches to protecting them include process isolation via name-spacing or hypervisor controls and trusted enclaves.
Best practices for DevSecOps (i.e., the practice of introducing security practices into DevOps), as described in GSMA FS.31 [14], should be followed.
Security Controls related to Edge computing, as described in GSMA FS.31 [14], should be followed.
The OP shall employ telemetry and analytics to detect and report application security policy violations at runtime to localise and isolate malicious application behaviour.
The OP shall employ telemetry and analytics to detect Distributed Denial of Service (DDoS) attacks against the network and enable rate-limiting and traffic isolation in network segments and endpoints.
The OP should support hardware-root-of-trust (e.g. TPM) based security keys for platform integrity checks, mutual authentication, and the establishment of secure tunnels with tenants/application service providers. 
Note: 	A future phase of this work will investigate defining security levels between operators.
The OP should support a secure DNS service to avoid attacks that exploit DNS, such as impersonation attacks. 
Note:	A future phase of this work will investigate secure DNS options and options for including a DNS service in an Edge architecture.
The OP should support TCP proxies to avoid server IP address guessing and TCP connection hijacking. 
The OP should support flow-control on invoking application services control plane APIs to protect federated services from abuse of these APIs.
The OP should support different role-based privileges for such roles as OP tenants and network/infrastructure operators to control unauthorised access to network slice management of shared/virtualised resources.
The OP should enable network/slice resource management through allocation, isolation, telemetry, analytics, and quota enforcement to meet network slice/shared network resource SLA requirements. 
The OP should enable resource isolation, sharing authorisation, and residual data clean-up to protect shared network resources/slices from tampering and data theft.
The OP should employ message filtering of HTTP control plane signalling and firewall configurations to protect network resources from spoofing attacks from roaming interconnections. 
The OP should enable security audits on the access privilege management to avoid identity theft or fraud.
The OP should employ secure storage of account credentials to avoid identity theft or fraud.
The OP shall employ secure initialisation and secure configuration data storage to avoid the exploitation of network configuration data weaknesses.
The OP should provide hardware root-of-trust based tools to guard network configuration status.
The OP should support centralised and unified log management to protect from any tampering, whether malicious or inadvertent, 
The OP should support the automation of security operations.
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[bookmark: _Toc115710414]High-Level requirements
The following requirements apply for the OP related to the exposure of network capabilities:
1. The OP shall allow the Operator to expose network capabilities within the Operator or Partner network on which applications consuming such capabilities can be deployed.
1. The OP shall allow the exposure of operator network capabilities beyond edge resources  based on the integration of 3GPP functions like:
a) Network Exposure Function (NEF)
b) Network Data Analytics Function (NWDAF)
8. The OP architecture shall allow an Application Provider to consume network capabilities for their end-to-end application. 
Note:	The capabilities are those of the network domains used by the IP flows between the Application Clients and the corresponding Application Instances associated with that Application Provider. Potentially this includes different network domains, such as
RAN
Core Network
Transport Network (including Intra-Cloudlet network and Inter-Cloudlet network)
Non-3GPP Access networks
9. The OP needs to handle the situation that specific capabilities are not or differently available for all networks or network domains between the respective Application Clients and the corresponding Application Instances at any time and in any federated network. 
10. The OP shall allow the operator to expose network capabilities based on network functions exposure and resources sharing.
11. The OP architecture shall allow the operator to expose, when available, network related Statistics and Analytics to application providers regarding different information types   (descriptive, predictive and prescriptive ones).
12. The OP architecture shall allow the operator to expose, when available, network related Statistics and Analytics to Partner OPs, regarding information types   (descriptive, predictive and prescriptive ones).
13. The OP shall allow the operator to manage network capabilities exposure depending on different factors (type, interface, application provider and operator).
14. The OP architecture shall allow the Operator to expose the end user's profile data to the Application Provider.	Comment by Sandra Ondrusovar2: AP Sandra: Create a new topic for backlog - "Subscriber data management" in general (e.g. edge)	Comment by Sandra Ondrusova (CKHH - IODUK - Technology Manager): done. CR0011
Note: This applies to the end users managed by the given Application Provider, and some examples are 5QI, S-NSSAI, etc..
15. 

[bookmark: _Toc115710415]Capability Management requirements
Mobility Requirements

Network Slice as a Service (NSaaS) Enabling Requirements	Comment by Tom Van Pelt: Somewhat in doubt on whether to have this as 2.5 or 2.4.4 depending on whether NSaaS is seen as a completely separate capability to be exposed next to IaaS/CaaS (Edge) and NaaS or rather an advanced NaaS function.	Comment by Sandra Ondrusova (CKHH - IODUK - Technology Manager): let's ask OPG members during the call	Comment by Sandra Ondrusova (CKHH - IODUK - Technology Manager): No feedback received. I will keep it as 2.5. We have Edge as 2.2. And we keep discussing Nw Slicing as a capability, same as edge.	Comment by Tom Van Pelt: fine for me
1. The OP architecture shall allow the Operator to expose network slice resources. 
2. The OP architecture should be able to expose the existence of a network slice to the Application Provider.
Note: In the NSaaS case, the Application Provider always knows of the existence of a network slice.
3. The OP architecture should be able to access network slice lifecycle management capabilities exposed by the Operator and expose them to the Application Provider.
Note: This capability is dependent on the agreement between the Operator and the Application Provider.

4. The OP should be able to expose performance requirements capabilities to the Application Provider. Network performance attributes such as throughput, latency and reliability could be use to assure an SLA between OP and Application Provider. 	Comment by Fung, Eddy: @Sandra, added a statement to expose the performance metrics between OP and AP,. 
	Comment by Sandra Ondrusova (CKHH - IODUK - Technology Manager): what are "performance requirements capabilities"?	Comment by Bart van Kaathoven: Is it performance metrics that is intended?

5. The OP shall allow an Application Provider to request authorisation for the end user to access the network slice
6. The OP architecture shall allow the Application Provider to manage the end user’s profile data related to the network slice.
Note: This applies to the end users managed by the given Application Provider.

	Comment by Sandra Ondrusova r1: AP Sandra: Create a new topic for backlog - "Subscriber data management" in general (e.g. edge)
***************************************CHANGE 4 ****************************************
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[bookmark: _Toc54104637][bookmark: _Toc54267749][bookmark: _Ref70686085][bookmark: _Toc115710418]Introduction
The Operator Platform's primary goal is providing a global and common way of exposing certain services to external Application Providers, whether through a direct connection from the resource owner towards the final consumer or by employing intermediate integration platforms.
The OP environment hosts multiple actors who may need to interwork to complete end-to-end service delivery, resource sharing and footprint expansion. This interworking implies defining a common way of enabling actors to interact with each other.
To satisfy its goals, the OP shall enforce a multi-layer architecture with multi-role separation of the complete functionalities and requirements presented in Chapter 2. For a system as complex as the OP, a target architecture is needed to localise and inter-relate the requirements. Such a target architecture is presented in this section.
The target architecture is described at a relatively high level. Where OP-specific concepts are specified, they are defined as roles, functionalities, and interfaces. This is done to capture the essential behaviour needed by OPs without constraining the ability of the architecture to conform to prevailing standards or the ability of vendors to innovate.
There are certain exceptions to this rule where more concrete architectural descriptions are provided:
Containers and Virtual Machines: In the application development ecosystem with which OP must interact, deploying applications in containers and virtual machines is a well-established practice. The OP does not intend to create a new framework for application development and lifecycle management. Therefore, separate sections relating OP requirements to containers and VMs are provided. In recognition of prevailing trends in application development, these sections are somewhat specific about container management, operating systems, and other system components.
Serverless computing: In previous work (e.g., the whitepapers published in earlier phases of the OP project), the serverless computing architectural pattern was identified as a high priority for monetising edge computing in the OP environment. Analogously to the cases of containers and VMs, serverless computing presupposes interactions between users and applications that are somewhat specific, and so OP requirements become more specific here.
[image: ]
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Figure 1 : OP Roles and Interfaces Reference Architecture
The following sections cover the functionalities and role separation and the relationship between each player or role via the different interfaces.
[bookmark: _Ref51605070][bookmark: _Toc54104638][bookmark: _Toc54267750][bookmark: _Toc115710419]Roles and Functional Definitions
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[bookmark: _Toc54104640][bookmark: _Toc54267752][bookmark: _Ref96511366][bookmark: _Toc115710421]Capabilities Exposure Role
The Capabilities Exposure Role (CER) in the OP enables an Application Provider to operate applications. Operating an application includes discovering the capabilities of the OP, both in functionality (e.g., how an application may be onboarded or instantiated) and in range of functionality (e.g., where may an application be run, and what QoS attributes are possible). 
The Application Provider accesses the CER via the North Bound Interface (NBI). The Application Provider expects to use APIs implemented at the NBI to carry out required functions. 
Capabilities are provided in part by actions that the CER carries out on behalf of the Application Provider and by data models for application manifests and resource catalogues. Data models may be used by multiple roles in an OP and extend across multiple federated OPs.
The data models available via the NBI are a subset of the data models used elsewhere in the OP. Still, they must be kept representationally consistent with the other data models, both in structure and in interpretation of individual data elements in a data model.
The NBI is expected to enable the following non-inclusive list of scenarios:
· Edge Cloud Infrastructure Endpoint Exposure: The Application Provider uses an authenticated and authorized endpoint to carry out scenarios involving application instances on edge clouds;
· Application Onboarding: The Application Provider uses the NBI to provide application images and metadata to the OP Federation Broker/Manager Role;
· Application Metadata/Manifest Submission: The Application Provider uses the NBI and the metadata model to submit application metadata to the OP and follows defined procedures to extend the metadata model specification;
· Application CI/CD Management DevOps: The Application Provider integrates the CI/CD framework used to create an application with the OP via NBI APIs (which implies an integration between a CI/CD framework and Application Onboarding and Lifecycle Management);
· Application Lifecycle Management: The Application Provider observes and changes the operational state of application instances, including the geographical/network extent of the OP on which application instances may run;
·  Application Resource Consumption Monitoring: The Application Provider observes resource consumption of application instances, using the resource data model;
·  Edge Cloud Resource Catalogue exposure: The Application Provider inventories edge cloud resources nominally available to application instances.
· Network Capabilities exposure: The Application Provider inventories network capabilities, like Network Analytics, nominally available to application instances.
· NSaaS capabilities: The Application Provider observes and changes the operational state of a network slice or the resources allocated to the network slice.

[bookmark: _Toc54104641][bookmark: _Toc54267753][bookmark: _Toc115710422]Service Resource Manager Role
The Service Resource Manager role in the OP is responsible for managing Cloud and Network resources from the Edge Cloud(s) via the SBI and UNI interfaces.
Typical scenarios enabled by the Service Resource Manager role towards the different interfaces are:
SBI:
Inventory, Allocation and Monitoring of Compute resources from Edge Cloud Infrastructure via the SouthBbound Interface – Cloud Resources (SBI-CR);
Orchestration of Application instances on the Edge Cloud Infrastructure via the SBI-CR interface;
Cloud resource reservation managed by the OP,
Configuring UE traffic management policies to accomplish the application's requirements, e.g. as described in 3GPP TS 23.502 [11], or the UE's IP address shall be maintained;
Note:	URSP rules influenced by the OP may also be considered a solution.
Exposure of usage and monitoring information to operator's charging engine via the SouthBbound Interface – Charging functions (SBI-CHF) to enable operators to charge for the OP's services. 
Interactionng with the mMobile nNetwork via the SouthBbound Interface – Network Resources (SBI-NR), for example to:	Comment by Sandra Ondrusova (CKHH - IODUK - Technology Manager): AP Tom: The whole document needs to be check and changed to "mobile network". We don't use capital letters when we talk about mobile network.
· Fetch Cloudlet locations based on the mobile network data-plane breakout location;
· Subscribe and receive notifications on UE Mobility events from the network to assist applications.
· Configure traffic steering in the mMobile nNetwork towards Applications orchestrated in Edge Clouds;
· Receive statistics/analytics, e.g. to influence Application placement or mobility decisions.
· Receive information related to the network capabilities, such as QoS, policy, network information, etc.
·  Receive end user’s profile data (e.g. S-NSSAI, DNN, etc..) 
· Management of network slice lifecycle via SouthBound Interface – Operation and Maintenance (SBI-OAM)
UNI:
Application Instantiation/Termination, e.g. based on triggers from the UNI;
Application Endpoint exposure towards User Clients (UC) via the UNI;
Application Placement decisions, e.g. based on measurements/triggers from the UNI.

***************************************CHANGE 5 ************************************************
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Common Data Model
The Common Data Model (CDM) introduces standardised data schemas for describing characteristics of the elements of an OP system. The data model presented here covers elements of an operator platform, including applications, OP roles, and edge clouds, as well as functional aspects, such as security.
The data model defines the information elements required to deploy and manage an OP system.
The data model defines a minimum set of mandatory information elements and allows reasonable default values for these elements where they make sense.
The data model accommodates optional information elements following a common syntax to allow OP systems to evolve. Examples of optional information elements are:
Infrastructure configuration deemed necessary by an application for proper operations, such as Non-Uniform Memory Access (NUMA) node affinity or core sequestration.
Optional QoS attributes that not all networks may support, e.g., Packet Error Loss Rate (from 3GPP 23.203).
GSMA PRD NG.126 [9] provides, in its sections 2 and 4, a more detailed overview of information elements that can be covered for the Edge Application and the Resource/Node.
Optional information attributes default to "not specified" if not expressed in a data object.
[image: Graphical user interface, diagram

Description automatically generated]	Comment by Sandra Ondrusova r1: Add network slice lifecycle:
-Activate
-Deactivate	Comment by Tom Van Pelt: And probably more information on the slice itself (e.g. NSSAI, ref to GST, etc.)	Comment by Fung, Eddy: Also add area of service for the slice

Figure 2 [bookmark: _Ref96511733]: Common Data Model
[bookmark: _Toc54104653][bookmark: _Toc54267765][bookmark: _Ref66812936][bookmark: _Ref96511032][bookmark: _Toc115710437]Security
[bookmark: _Toc54104654][bookmark: _Toc54267766][bookmark: _Ref64458145][bookmark: _Toc115710438]Edge Application
[bookmark: _Toc54104655][bookmark: _Toc54267767][bookmark: _Toc115710439]Cloudlet
[bookmark: _Toc54104656][bookmark: _Toc54267768][bookmark: _Toc115710440]Edge Client
[bookmark: _Toc54104657][bookmark: _Toc54267769][bookmark: _Toc115710441]Resource
[bookmark: _Toc115710442]Availability Zone
[bookmark: _Toc54104658][bookmark: _Toc54267770][bookmark: _Toc115710443]UE
Non-SIM UE
[bookmark: _Toc54104659][bookmark: _Toc54267771][bookmark: _Toc115710444]OP
[bookmark: _Toc54104660][bookmark: _Toc54267772][bookmark: _Toc115710445]NEF/SCEF
[bookmark: _Toc115710446]Network Capability
[bookmark: _Toc115710447]Network Capability Request
[bookmark: _Toc115710448]Cloudlet Network and QoS Topology
[bookmark: _Toc115710449]Network Analytics
[bookmark: _Toc115710450]Network Analytics Request

NSaaS
The Common Data Model of NSaaS includes the network slice identifier and a lifecycle state of the network slice. 
	Data type
	Description
	Interface Applicability
	Optionality

	Network Slice ID
	Identifier of a network slice
	East-West/North/OAM
	Mandatory

	Network Slice State
	Indicated the network slice state	Comment by Tom Van Pelt: Editorial: "indicates" for consistency rather than "indicated" also for the next table.
	East-West/North/OAM
	Mandatory

	Area of Service
	Defines the area where the network slice is deployed, and the end users can use it to access the service
	East-West/North/OAM
	Optional


Table X1: Common Data Model of NSaaS

NSaaS Lifecycle Status Request
A NSaaS Request is a specific request from the OP and the Application Provider to change or manage the network slice lifecycle status.
	Data type
	Description
	Interface Applicability
	Optionality

	Network Slice ID
	Identifier os a network slice analytic capability
	East-West/NorthOAM
	Mandatory

	Requested action
	Indicated the requested action for network slice lifecycle change
	East-West/North/OAM
	Mandatory


Table X2: Common Data Model of NSaaS Lifecycle Status Request
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[bookmark: _Toc54104662][bookmark: _Toc54267774][bookmark: _Toc115710452]Northbound Interface (NBI)
General Onboarding Workflow
Resource Requirement Specification
Application Resource Catalogue

Application Manifest
Application Instances Management
Image Management
Network Capability Exposure Support
Requesting network capabilities through the application manifest
Requesting network capabilities dynamically
Network Event Support
An Application Provider may require to be notified about network events or may want to request specific information about UE, network status or information.
The capacitiescapabilities, information or services to be provided may be among the following:
· UE location information and events;
· UE network connection events;
· Application to UE connection status;
· UE S-NSSAI .	Comment by Tom Van Pelt: Not that clear what this would be as a UE may be using multiple network slices most of which would be irrelevant for the AP.
The OP shall provide through the NBI a publish/subscribe framework for the Application Provider to subscribe to and consume any network-related events. Events may occur due to a subscription to an event provider service (e.g. connectivity change events). They may also occur due to a request to use network capabilities affecting the network behaviour. For example, an Application Provider could request QoS and then receive an event notification that the desired QoS level cannot be maintained (e.g. due to a change of the connectivity bearer).
CI/CD functionalities
Cloud Infrastructure as a Service (optional)
Resource Reservation
End user profile data management	Comment by Sandra Ondrusova (CKHH - IODUK - Technology Manager): previous Subscription management. Aligned with the terminology we use above
For a UE to select the appropriate network slice, it is essential to provide the UE with the correct network details. An Application Provider may request to modify end user’s subscriptionprofile information (e.g. S-NSSAI, DNN). The OP shall be able to support the following requirements:
· The OP shall enable the Application Provider to request end user’s profile information.
· The OP shall enable to allow the Application provider to and assign a network slice for the end user.
· The OP shall notify the Application Provider if end user’s profile data changes.and receive notifications about network slice status changes.
***************************************CHANGE 7 ****************************************
[bookmark: _Toc54104663][bookmark: _Toc54267775][bookmark: _Toc115710453]Southbound Interface
SBI-CR	Comment by Sandra Ondrusova r1: Check the titles.	Comment by Sandra Ondrusova (CKHH - IODUK - Technology Manager): removed. wrong section

SBI-NR
Network
The Network Exposure APIs on the SBI-NR, optionally, can help the OP to obtain various mobile core network information of a UE and may enable the OP to perform some of the tasks. Some task examples are as given below:
UC location information retrieval;
Requesting specific Quality of Service (QoS);
Applying local routing and traffic steering rules for Local BreakOut (LBO) of MEC traffic;
Application relocation on most adequate edge nodes;
Manageing service availability in Local Area Data Network (LADN);
Influenceing Data plane attachment point (re)selection for service continuity;
Collecting radio network information, e.g. cell change notification, measurement reports etc. for mobility decisions;
Supporting applications' creation forin a given network slice.
Supporting the network slice subscriptionprofile data for the end user.

[bookmark: _Ref96511979]SBI-CHF	Comment by Sandra Ondrusova (CKHH - IODUK - Technology Manager): Mario/Eddy
 The operator that runs the OP decides on its commercial model and how it charges for OP services. There are many potential choices. Two simple examples are subscription-based and pay per use, whilst a more complex example is demand-based pricing. The OP architecture, therefore, defines various information to support a variety of commercial models. However, a particular commercial model may only require a subset of the information, while another may require additional details. When a service uses federated resources, the two operators need to agree in advance on what charging information to report. Note that this is independent of the commercial model between the application provider and its OP.
Finally, OP shall expose all of that information to an external charging engine through an SBI for charging (SBI-CHF) under Operator or resource owner control so that each stakeholder can define its commercial strategy, models and offers. This interface shall be exposed from the Service Resources Manager role, as it is the cloud and network resources manager.

SBI-EIN
SBI-OAM
The APIs exposed on the SBI-OAM interface can help OP to determine the status of a network slice in its life cycle. The details about the network slice lifecycle are in Annex G. In some cases, the OP needs to inform the Application Provider if a network slice status has changed or can request such change. 
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Requirements on interfaces and functional elements
[bookmark: _Toc54104668][bookmark: _Toc54267780][bookmark: _Toc115710482]Interfaces
This section defines the requirements of the interfaces and functional elements that make up the OP architecture. They should be fulfilled by solutions developed in SDOs (see section 6) and implementations provided by the open-source community.
Northbound Interface
High-level requirements
1. All Operators and Operator Platforms shall offer the Edge Cloud, and Network service, NSaaS lifecycle management and network slice provisioning for an end user through the same NBI. 
17. The NBI shall offer the capabilities of the Edge Cloud and Network to Application Providers, in particular: 
a) a low latency service (and perhaps other application QoS metrics) in a geographical Region; 
b) Edge Cloud capabilities are offered whatever operator the UE is attached to.
c) Network capabilities operators agreed to expose
18. In deployment, the NBI shall use profile-based access control to provide appropriate restrictions on the amount of functionality that the NBI offers to a particular system or person, according to the operational profile. For example, profile-based access control such as RBAC, Role-Based Access Control, restricts the degree of access depending on the person’s (or system’s) defined privilege and role.
Note:	Not all profiles have access to all the functions listed below. For example, monitoring information would not necessarily be accessible during onboarding. In addition, the detail of monitoring information may depend on the operational profile (for example, first-line vs second-line support). 
Note: 	The text below is split into two broad types, but more granular profiles are likely in practice.
Onboarding and Deployment Profile
Resource Reservation Profile
Security Requirements
NSaaS
The OP shall be able to support the following requirements:
1. The OP shall be able to allow the Application Provider to manage the network slice lifecycle. 	Comment by Sandra Ondrusova r1: Explain in more details "Request a network slice status change."	Comment by Sandra Ondrusova r1: Add More details	Comment by Sandra Ondrusova r1: Check if NSI is better
1. The OP shall be able to allow the Application Provider to request a network slice lifecycle status change.
1. The OP shall be able to support the notification for the network slice lifecycle status change. . 
1. The Application Provider should be able to allocate/provision  a network slice for the end user.
Note: For this action, the Application Provider assumes to know related information such as DNN, S-NSSAI.

1. The OP shall be able to support the notification for end user’s profile data provisioning.
1. :
, i.e. GST

East-Westbound Interface
Southbound Interface to Cloud Resources
Southbound Interface to Network Resoureces
General
The SBI-NR connects the OP with the specific operator infrastructure that delivers the network services and capabilities to the user.
The OP shall be able to access network capabilities that the Operator has chosen to expose through the SBI-NR interfaces of the operator. However, an operator need not implement the NEF/SCEF interfaces, in which case these capabilities have to be provided in some other way or else may not be available.
OP integration to network resources shall allow:
The OP to authenticate and authorise the end-users to access the services in the home and visited network scenarios. 
The OP to access network capabilities that the operator has chosen to expose, e.g. QoS, Network Events/Statistics.
The OP to access the location information of the end-users in the network.
The OP to access policy control capability exposed by the network, e.g. for charging or quality of service handling.
The OP shall be made aware of the data connection status (e.g. if a user has a data session or not).
The home network OP shall be the only entity able to control home network resources.
The OP shall be able to retrieve network analytics information (when available) in a standardized way: load level information, network performance, service experience, etc.
The OP shall be able to retrieve resource analytics information (when available) in a standardized way.
The OP shall be able to retrieve end user’s data profile. 
OP integration to 5G Core/4G Core via Exposure Functions 
[bookmark: _Ref66812799]General Requirements
1. An OP'’s SBI-NR shall be able to interact with 5G Core/4G Core via the NEF or SCEF to access network capabilities.
An OP'’s SBI-NR shall support the exposure interface [4] [5] for interacting with the 5G Core/4G Core.
If the NEF/SCEF returns an error response to an OP'’s SBI-NR, the OP shall perform error-handling actions.
An OP’s SBI-NR shall be able to report the functionality available from the network.
An OP shall be able to deal with the situation where the network is not providing the expected functionality.
An OP'’s SBI-NR may be able to configure the user traffic to be routed to the applications in the local data network. 
An OP’s SBI-NR may be able to interact with the NEF for configuring and influencing the traffic routing policies.
An OP may be able to specify the request for routing, influencing network mobility and routing, including but not limited to:
UE and application identities
i. Traffic filtering and routing criteria,
Possible locations of the application instances
ii. Whether the UE network data plane can be relocated.
Whether validation on UE network data plane relocation is required.
iii. Whether the UE IP address shall be preserved in data plane relocation
The type of SSC mode
iv. Whether inter-operator handover is required.
An OP may be able to subscribe to UE data plane mobility events.
b. An OP may be able to receive UE data plane mobility events, receiving the target node identifier where the UE should re-attach because of the network mobility process.
An OP may be able to receive UE data plane mobility events, receiving and processing the target IP of the UE that will be assigned.
c. An OP may be able to negotiate the UE data plane mobility process based on the application instance relocation process. 
An OP'’s SBI-NR may be able to collect information on network congestion or access concentration in a specific area.
[bookmark: _Ref96428944]An OP’s SBI-NR may be able to retrieve a UE mobility analytics report.
An OP’s SBI-NR may be able to retrieve a UE communication pattern report (e.g. UL/DL volume per application).
An OP’s SBI-NR may be able to retrieve a network performance report (e.g. gNB active ratio, gNB computing resource usage). 
[bookmark: _Ref96428963]An OP’s SBI-NR may be able to report QoS change statistics in a specific area.
An OP'’s SBI-NR may be able to retrieve UE status reports (e.g. location information, reachability, roaming status).
An OP'’s SBI-NR may be able to control the transfer of data in the background for UCs.
An OP'’s SBI-NR may be able to configure QoS session parameters to communicate with a UC with an improved QoS level (e.g. low latency, priority, maximum bandwidth).
An OP'’s SBI-NR may be able to configure the Alternative QoS References applicable to different access technologies for cases where the specific QoS target requested by the Application Provider cannot be met.
An OP'’s SBI-NR may be able to receive QoS relevant notifications based on UE connection statistics.
An OP'’s SBI-NR may be able to configure the charging party of the UE data sessions.
An OP'’s SBI-NR may be able to configure service-specific parameters for Ucs (e.g. network slice).
[bookmark: _Ref66812814]An OP'’s SBI-NR may be able to initiate a device trigger to a UC for performing application-specific actions (e.g. starting communication with the OP'’s SBI-NR).
An OP’s SBI-NR shall be able to influence the URSP rules sent to the UE to provide the mapping of applications to the DNN/NSSAI applicable to the serving network.
An OP’s SBI-NR may be able to influence the 5G mobile core network to establish a user plane for PDU sessions requiring access to edge services based on OP-provided criteria.
An OP’s SBI-NR may be able to report access type change notifications for Ucs due to user mobility.
For the APIs that are common to EPC and 5GC, an OP'’s SBI-NR shall be able to support subscribe/notify operations for their availability or the expected level of support.
An OP’s SBI-NR shall be able to work with the Common API Framework (CAPIF) when available.
	Note:	An OP'’s SBI-NR can work without CAPIF. If CAPIF is not supported, the SBI-NR API will provide an alternate means of providing these functions.

i. 
Security Requirements
[bookmark: _Toc115710487]Southbound Interface to Charging Function	Comment by Sandra Ondrusova r1: Mario	Comment by TELEFONICA: I have included some general requirements that are applicable to the monetization of all services exposed by the Operator (CCS selection, service continuity during CCS outage, charging models to be supported)

Additionally I have tried to split the  requirements per service, as the charging information to be included by the OP is service specific. Probably in next versions of the document, when we start working on topic I it could make sense to create separate sub sections per service.
General 

The OP shall provide a set of capabilities that will enable the charging for monetization forof the usage of the Operator’s services exposed to third party providers. This includes - but is not limited to - the following services exposed by the Operator:	Comment by Tom Van Pelt: speaking about "charging for" or "billing of" may be more appropriate than using the term "monetization".	Comment by Tom Van Pelt: Thanks for the update. The comment was applicable to all instances of "monetization" however and based on exchanges with our anti-trust responsible, "charging" or "charging principles' would be the preferred terminology.	Comment by TELEFONICA: OK
· Charging for Edge computing services.
· Charging for Network Slice as a Service capabilities. 
· …
To enable this charging:
1. The OP shall be able to integrate with the CCS (Converged Charging System) that is deployed in the Operator’s network through the SBI-CHF interface. This integration will allow to do the rating and charging for the usage of the services exposed by the OP.
2. Considering that there could be different CCS instances deployed in the Operator’s network (e.g. dedicated instances for a particular service/customer segment, geo-redundant deployments …) the OP will be able to select the CCS instance that will be used to do the rating and charging for of the service.	Comment by Tom Van Pelt: These statements on items being FFS are better separated in a note than covered as part of the main text as they are informational. That also applies to other cases further in this section and the next one.
NOTE: The criteria used for this CCS instance selection (e.g. CCS discovery mechanism, OP local configuration …)  is FFS but as a general approach the OP will provide mechanisms to configure the target CCS instance depending on a combination of different parameters (e.g. type of service used, application provider identifier …)
3. The OP shall support different charging integration models with the CCS. Charging integration models to be supported will be the ones standardized by 3GPP and defined in 3GPP TS 32.240 [32]. As a reference, the following charging models shall be supported:
· Event Based Charging:
This charging model is based on a request/response pattern, where the OP would trigger a charging request when an event occurs (e.g. an API invocation) including all the information relevant for rating and charging for the CCS.
The CCS would use the information provided in the charging request to do the rating and charging for that event and will send the response to the OP with the result of that charging request. 
Two potential approaches shall be considered:
· IEC (Immediate Event Charging): charging request is sent before the service that is associated to the event is delivered (i.e. the OP receives an API invocation that needs to do several API calls through the SBI to deliver the service. Charging request is sent before the OP makes the API calls through the SBI.) 
· PEC (Post Event Charging): charging request is sent after the service is delivered. (i.e. the OP receives an API call, makes several API calls through the SBI to deliver the service. Charging request is sent after the OP makes the API calls through the SBI)
· Session Based Charging: 
NOTE: the usage of this charging model in the context of the OP requirements is FFS. Description of this charging model will be expanded in next releases of this document).
The charging model to be used by the OP in the integration with the CCS will depend on the particular service to be charged.
4. The OP will provide mechanisms that will allow to do the charging for the services in the case of unavailability of the connection with CCS through SBI-CHF interface. These mechanisms are FFS but as a reference the following approaches could be used:
· Usage of a primary/secondary/pool of CCS instances as the result of the CCS instance selection procedure, so that in case primary instance is not available secondary one could be used.
· Ability to log/store charging requests when no CCS instances are available so that this information could be used to do the rating and charging when communications are re-established. 
The OP resource manager and OP federation broker, as roles in charge of resources management, shall expose the charging information, parameters and events related to resource consumption the services usage.:
In the case of edge computing services:  
1. The OP shall log all the service resource consumption events and data involved in any transaction required for the operator to do the rating and chargeing and bill for the service.
2. The OP shall expose consumptions and event data required for charging purposes through an interface (SBI-CHF) to an external charging enginethe CCS that is deployed in the Operator’s network. Charging models defined by 3GPP in 3GPP TS 32.257 will be supported for this purpose.	Comment by Tom Van Pelt: From an anti-trust policy perspective we may need more appropriate wording here and in bullet 4 of the NSaaS below as to the reader without a deep background on the charging architecture this seems to take away freedom of the operator on how they would charge for the service rather than following naturally from the nature of the service. So updating wording to clarify better why for these cases Event-based charging is the only model applicable would be needed.	Comment by TELEFONICA: To make this more generic, and in case 3GPP define new charging models to support these scenarios in the future I have just referred to the 3GPP specs.
3. The OP shall maintain security and data/topology privacy requirements when reporting federated consumption.
4. The OP shall include consumption of Statistical Data and Analytical Information services for charging purposes.

In the case of Network Slice as a Service capabilities:

1. The OP shall collect the information about the operations invoked by third party providers through the Northbound Interface to manage the Network Slices Instances lifecycle (see additional details about the supported operations in section [x] of this document).
This information will include all the relevant data that could be used by the operator to do the rating and charging and bill for the service.
NOTE: The exact parameters used to do the rating and charging in the CCS are out of the scope of this document.
2. The OP shall be able to collect the information about a Network Slice instance performance (e.g. Network Slice instance load …) using the analytics information provided by the Operator through the SBI-NR interface. This information – that would allow an SLA based charging – is FFS.
3. The OP shall be able expose the collected information through the SBI-CHF interface to an external converged charging system. 
4. The OP shall support the charging models defined in 3GPP TS 28.202 to enable the charging for these services.

[bookmark: _Ref97049559]Charging information

As a general approach, the charging requests sent by the OP shall include any information usable by the Operator’s CCS to address the rating and charging of the services and enable the final billing process in the Operator.
Charging information to be provided in the charging requests will depend on the service (i.e. common + specific service parameters). This information shall also include the identities of the chargeable parties, from the Application Provider to the UC.
The consumption reports shall include any information usable by a charging engine to address the final billing of the services. This information shall also include the identities of the chargeable parties, from the Application Provider to the UC. 
As it was previously described, the charging model to be used for the integration will depend on the service to be charged: 
· In the case of edge computing services, the event based charging models defined in 3GPP TS 32.257 will be used. Charging requests including the Cconsumption reports shall be exposed to the operator based on the agreed data collection interval.
Note:	in the context of this sectionservice, the following terms are used to capture consumption: 
Effective Usage: the effective usage of workloads. For example, Network I/O over a time period
Subscribed Capacity: The requested capacity of workload. For example, 2vCPU, 2 GB of memory. That capacity is subscribed independently from the Effective Usage.
The following applies concerning the consumption data that shall be collectedOP shall collect and report in the charging requests the information that is included below:
Edge computing services charging information:
1. The OP shall report the subscribed compute capacity
a) vCPU
b) Memory
c) Network Resource Location 
d) Availability zone
Note:	This includes used and reserved compute capacity.
2. The OP shall report the effective compute usage
a) vCPU
b) Memory
c) Network Resource Location 
d) Availability zone
3. The OP shall report the subscribed storage capacity 
a) Storage
b) Type
c) Network Resource Location 
d) Availability zone
4. The OP shall report the effective storage usage
a) Storage
b) Type
c) Network Resource Location 
d) Availability zone
5. The OP shall report the subscribed Network capacity 
a) Input
b) Output
c) Label (Internet traffic, Intra-cluster traffic, Inter-Edge Cloud traffic, etc.)
6. The OP shall report the effective Network usage 
a) Input
b) Output
c) Label (Internet traffic, Intra-cluster traffic, Inter-Edge Cloud traffic, etc.)
7. The OP shall report the used Network Capabilities 
a) Capability Type
b) Capability Metrics (e.g. time used, number of calls/events)
c) Traffic Flows
8. Note:	This requires further study and alignment with charging principles for exposing network capabilities to specify in detail metrics to be reported by the OP.
9. The OP shall report the subscribed accelerators capacity
a) Accelerator name (Example: GPU)
b) Type
c) Network Resource Location 
d) Availability zone
10. The OP shall report the effective accelerators usage 
a) Accelerator name (Example: GPU)
b) Type
c) Network Resource Location 
d) Availability zone
11. The OP shall report the API Usage 
a) API Name (Example API: Verify Location)
b) Number of requests
c) Request type (Example: GET, POST, PUT, DELETE)
12. The OP shall identify the parties involved in each charging transaction: (Metadata)
a) (mandatory) OP ID
b) (mandatory) Application provider ID
c) (when available) Edge application name (including Application provider namespace). 
d) (when available) Edge application ID
e) (when available) Operator ID
f) (when available) Availability Zone
Note: 	It is for further study to include the subscriber's perspective next to the application providers'.	Comment by Sandra Ondrusova (CKHH - IODUK - Technology Manager): check numbering. something is wrong here
13. The OP shall report the used Network Analytics 
a) Type
b) Metrics (e.g. time used, number of calls/events, granularity)
c) SLA

NaaS charging information:
1. The OP shall report the used Network Capabilities 
a. Capability Type
b. Capability Metrics (e.g. time used, number of calls/events)
c. Traffic Flows
Note:	This requires further study and alignment with charging principles for exposing network capabilities to specify in detail metrics to be reported by the OP.

2. The OP shall report the used Network Analytics 
a) Type
b) Metrics (e.g. time used, number of calls/events, granularity)
c) SLA


NSaaS charging information:

1.  The OP shall report the operation type invoked by the Application Provider to manage the Network Slice Instance lifecycle (creation/update/deletion)
2. The OP shall identify all the parties involved in the charging transaction:
a) (mandatory) Operator Platform ID
b) (mandatory) Application Provider ID
c) (mandatory) Network Slice Instance identifier
3. The OP shall expose in the charging request the most relevant parameters associated to the Network Slice Instance profile (e.g. Network Slice Type, Network Slice differentiator, Latency, Jitter, Reliability, coverage area …)
The concrete list of mandatory/optional parameters is FFS but as a general approach any of the parameters included in the GST could be included by the OP. 

Note: Network Slice performance/SLA based charging requirements in the context of the Operator Platform are FFS.  
Security Requirements
Based on the attack surface analysis provided in Annex E, the following security requirements shall be considered:
1. The SBI-CHF shall provide an authentication mechanism to enable access only by authenticated and authorized entities. Therefore, mutual authentication shall be provided between the OP (Service Resource Manager Role) and the Charging Engine element.
The SBI-CHF shall provide an authorization mechanism to grant access to only the necessary services to which previous authorisation has been granted.
The SBI-CHF shall provide security mechanisms to safeguard the exchanged data's confidentiality, integrity, and authenticity. 
The SBI-CHF shall provide security mechanisms to counteract attacks aiming to prevent data availability, such as DoS attacks.
The SBI-CHF shall support the adoption of strong security algorithms that guarantee forward secrecy and prevent intervening attacks such as replay, relay, and man-in-the-middle attacks.
All OPs creating or sharing charging data shall guarantee the security, integrity, availability, and non-repudiation of charging data.
The OP shall provide security mechanisms to guarantee a robust subscriber ID assignment and tracing (e.g., to prevent guessable IDs).
Personally identifiable information (PII) of subscribers shall be protected while in transit or storage.
Role-based access control (RBAC) policies shall be in effect to regulate access to charging information.
The OP shall maintain security and data/topology privacy requirements when reporting federated consumption.
The OP shall provide secure tracing and logging of charging and billing data requests.
[bookmark: _Toc115710488]Southbound Interface to Edge Interconnection Network
[bookmark: _Toc54104673][bookmark: _Toc54267785][bookmark: _Toc115710489]User to Network Interface

5.1. Southbound Interface to OAM 
5.1.8x.1 General 
The integration with the operation and management APIs on the SBI-OAM allows the OP to expose them to the Application Provider. Depending on the service offerings and the deployment options, the Operator may impose limits on the management capabilities exposed on the SBI-OAM interface.
The OP integration to the operation and management systems should allow:
· The OP to retrieve network slice lifecycle notification in a standardised way
· The OP to manage network slice lifecycle status in a standardised and secure way.



An OP’s SBI-OAM shall be able to interact with 5G / 4G management system via API GW to access management capabilities.

NSaaS Lifecycle management
An OP’s SBI-OAM shall be able to interact with the Operator’s management system.
An OP’s SBI-OAM should be able to retrieve information on NSI.
An OP’s SBI-OAM shall be able to collect network slice lifecycle status for the network slices  associated with the services provided by OP.
An OP’s SBI-OAM should be able to modify the network slice lifecycle status. 

Security section
***************************************CHANGE 9****************************************
[bookmark: _Toc54104674][bookmark: _Toc54267786][bookmark: _Toc115710490]Functional Elements
[bookmark: _Toc54104675][bookmark: _Toc54267787][bookmark: _Ref73460724][bookmark: _Toc115710491]Capabilities Exposure Role
The Capabilities Exposure Role (CER) serves as an intermediary between the Application Provider and the Leading OP and transitively to those OPs federated with the Leading OP. To carry out this function, it shall satisfy the requirements listed below.
NOTE:	In some cases, a requirement associated with the CER specifically applies to its endpoint to the Application Provider, i.e. the NBI. In those cases, the requirement will be specified for the NBI. 
1. The CER shall present a data model to the Application Provider that is consistent with the Common Data Model of Figure 4.
The CER shall support an Application Manifest model consistent with the Edge Application Data Model of Table 3.
The CER shall present a QoS Profile model to the Application Provider that is consistent with Table 6.
The CER shall present a Cloudlet data model to the Application Provider consistent with Table 7 for scenarios in which Cloud Resource information is collected and inventoried.
The CER shall present an Availability Zone data model to the Application Provider consistent with Table 10.
The CER shall present a set of Availability Zones to the Application Provider that is representationally consistent with the Availability zones of the OPs that the Application Provider can reach and internally consistent. This means that the Application Provider does not need to re-build or re-link applications because of inconsistencies in the specification of Availability Zones. Differences in Availability Zone representations that can be accommodated in an Application Manifest/Metadata or similar means is acceptable.
The CER shall present a data model, as shown in Table 13, consistent among Lead and Partner OPs.
The CER shall present an information model to the Application Provider that is consistent among the Leading OP and the Partner OPs federated with it.
The CER shall allow the Application Provider to present a workload profile with a common specification to the OP and enable the common specification to apply to the Lead and federated Partner OPs. The common workload specification shall be consistent with the QoS information profile of Table 6.
The CER shall support Application Life Cycle scenarios consistent with Table 1.
The CER shall support a secure means of authentication and authorization, operating over the NBI.
The CER shall support a common model for telemetry data (i.e., data arising from resource monitoring) and a means of configuring telemetry data collection, as described in section 3.3.7.
The telemetry system should be consistent with the SBI-CHF interface of section 3.5.2.3.
The CER should support default values for all configurable parameters in manifests, profiles, and other data structures to allow for an “easy” default deployment of an application.
An Application Provider may request deployment of an application by specifying parameters in an Application Manifest. The Leading OP shall try to satisfy the manifest, potentially in a Partner OP, but need not guarantee that it will be satisfied. The response of the CER to the Application Provider, both for a successful or an unsuccessful request, shall be consistent.
The CER shall present a NSaaS data model that is consistent with NSaaS Data Model in Table X (refer data model).


***************************************CHANGE 10 ****************************************
[bookmark: _Toc54104676][bookmark: _Toc54267788][bookmark: _Toc115710492]Resource Manager Role
Network/Operator Criteria
[bookmark: _Ref71104793]Instantiation Strategy
[bookmark: _Ref66812875]Mobility Management
[bookmark: _Ref66813058]Service Availability on Visited Networks
Application Operation and Management
Seamless Application Service and Session Continuity

Network slice provisioning for an end user	Comment by Sandra Ondrusova (CKHH - IODUK - Technology Manager): update based on today's discussion "user profile"

The OP shall offer a centralised management plane for the Ooperator to manage end user’s profile data  and to map it to the corresponding AP ID and (Edge) Application ID.
Note: S-NSSAI, DNN list and NSI are network slice related information associated with the end user managed by the OP.  
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