

GSM Association	Non-confidential
Template
	[bookmark: _Toc327548004][bookmark: _Toc327548204][bookmark: _Toc330993687][bookmark: _Toc74460299]Change Request Form

	[image: ]
	CR0009 Client Side QoS

	Document Summary 

	Official Document Number,  Document Title and Version Number  
	Operator Platform Technical Requirements
	Official Document Type
	Official Document
	Change Request Security Classification
	Non-confidential
	Is this a new document or a Major or Minor Change?
	Major Update
	Will this Change Request result in a Major or Minor version update?
	Major Version
	This document is for
	Approval
	Input Editor and Organisation
	XYZ Bart van Kaathoven (Company ABCEricsson)

	Additional Contributors
	Sandra Ondrusova (Hutchinson)

	Issuing Group/Project
	OPG
	Approving Group/Project
	OPG
	Change Request Creation Date
	18/11/2022
	What are the reasons for and benefits of creating this new document or Change Request?
	Introduction of requirements to OPG for handling client side QoS 


© GSMA © 20232022. The GSM Association (“Association”) makes no representation, warranty or undertaking (express or implied) with respect to and does not accept any responsibility for, and disclaims liability for the accuracy or completeness or timeliness of the information contained in this document. The information contained in this document may be subject to change without prior notice. This document has been classified according to the GSMA Document Confidentiality Policy. GSMA meetings are conducted in full compliance with the GSMA Antitrust Policy. 

	Page 2 of 5
[bookmark: _Toc54104626][bookmark: _Toc54267738][bookmark: _Toc115710400]<**** FIRST CHANGE *****>
2.1.3 Functionality offered to End-Users/Devices 
The OP and its architecture shall fulfil the following requirements related to the functionality offered to end-users and their devices:
The OP shall allow end-user devices to access services provided through Edge Enhanced and Edge Native Applications.
OP shall be able to manage the service access that the device can use to reach the Edge Native Applications	Comment by Bart van Kaathoven: Check terminology for connection path/class/etc
	Comment by Sandra Ondrusova (CKHH - IODUK - Technology Manager): The whole section uses "access services". How about this wording:
OP shall be able to manage the access services that the device can use to reach the Edge Native Applications?	Comment by Bart van Kaathoven: Agreed
The OP shall allow the end-user to access Edge Applications deployed on edge resources seamlessly and securely.
<***** END FIRST CHANGE *****>

<***** SECOND CHANGE *****>
2.4.2.2. [bookmark: _Toc437780036][bookmark: _Toc51656806][bookmark: _Toc74460304]Control Capabilities
The OP shall be able to expose control capabilities to the Application Provider. Those capabilities may be exposed by matching a declared intent expressed by the application provider for using specific capabilities. 
The OP shall expose available service access with their QoS options to the Application Provider in order for the Application Provider to choose the wanted connection options and their priority. An Application Provider must be able to discover which QoS mechanisms are supported in the network where the UE is consuming its service.	Comment by Sandra Ondrusova (CKHH - IODUK - Technology Manager): How about something more high-level?
- The OP shall be able to expose supported QoS mechanisms.
- An Application Provider must be able to discover which QoS mechanisms are supported in the network where the UE is consuming its service.	Comment by Bart van Kaathoven: I think that is too high level and misses some important information such as priority
NOTE: 	Any control capability includes a specific set of Service Level Indicators (SLIs) used to exchange information on particular levels of a network capability between the operator network, partner networks, the respective OPs and the application. An example of SLIs is the QoS profile as defined in Table 6.
<***** END SECOND CHANGE *****>
<***** THIRD CHANGE *****>
5.1.7.2.6. Service Provisioning
The OP shall enable the requested Application and provide over the UNI the parameters and configuration needed so that the Application Client can connect to the selected Cloudlet:
If necessary, the OP shall deploy the application image and create an instance on the selected Cloudlet,	Comment by Sandra Ondrusova (CKHH - IODUK - Technology Manager): A bit off topic, but is this really UNI requirements?	Comment by Bart van Kaathoven: I agree, this seems not to be UNI related	Comment by Bart van Kaathoven: @tom for potential maintenance CR

The OP shall inform the application client of how to reach the Edge Application on the Cloudlet chosen (for example, a URL or IP address),
The OP shall ensure that the Edge Application can be reached by all applicable subscribed connectivity services (e.g. best effort, latency optimized and bandwidth optimized) and prioritize	Comment by Sandra Ondrusova (CKHH - IODUK - Technology Manager): Maybe it is better to add it as a new requirement at the end of the list. Not sure I've got what you mean correctly, but here is my proposal for some rewording:

8. The Application Clients shall be able to inform the OP of the supported QoS mechanisms.
9. The OP shall be able to ensure that the access services can be prioritised 
	Comment by Bart van Kaathoven: Perhaps there is a better place to place the requirements, The intent is that the requirement ensures there is a connection possible between the UE client APP and the server side and that the connection taken is the most optimal path based on the subscriptions available to the end-user
The UE shall be able to test the connectivity characteristic towards the selected Cloudlet.
An OP shall be able to inform Application Clients about QoS changes 
An OP shall be able to inform Application Clients about Edge Application Relocation events.
An OP shall be able to inform Application Clients about the new communication endpoints of the relocated edge Application Instance.
An Application Client may be able to provide the observed QoS reports to the OP over the UNI.

<***** END THIRD CHANGE *****>
<***** FOURTH CHANGE *****>

5.1.1.2.2. [bookmark: _Ref66812781]Application Provider Criteria
The platform shall be able to support the following Application Provider requirements:
Footprint/coverage area selection;
Subscriber reach/ operator selection;
Infrastructure resources:
CPU;
Memory;
Storage;
Hypervisor (for VM based applications);
Networking definition used by the application.
Specific and optional requirements definition, for example:
Use of GPUs;
Use of FPGAs;
Accelerator support: SRIOV, DPDK;
Any other set of accelerators;
Performance Optimisation Capabilities: NUMA, CPU Pinning, use of dedicated core, Affinity/non-affinity, etc.
GSMA PRD NG.126 [9] provides, in its sections 2 and 4, a more detailed overview of data elements that can be covered for the Edge Application Profile.
Edge-Cloud requirements:
Latency;
Jitter;
Bandwidth;
The relevant geographical area for data privacy purposes.
Network Capability requirements, for example, but not limited to
QoS (e.g. Camara QoD / L4S / URSP /DSCP / etc)
Connectivity Events
Network-based location
Network statistics
Network analytics
<***** END FOURTH CHANGE *****>
[bookmark: _Toc268093867]<***** FIFTH CHANGE *****>
5.1.5.2 [bookmark: _Ref97049559]Charging information
<SNIP>
The OP shall report the effective Network usage 	Comment by Bart van Kaathoven: Check numbering
Input
Output
Label (Internet traffic, Intra-cluster traffic, Inter-Edge Cloud traffic, etc.)
The OP shall report the used Network Capabilities 
Capability Type
Capability Metrics (e.g. time used, number of calls/events)
Traffic Flows
Connectivity options requested and delivered (see section 5.1.1.2.2.)	Comment by Bart van Kaathoven: Ensure terminology alignment	Comment by Bart van Kaathoven: Should be connectivity options
Note:	This requires further study and alignment with charging principles for exposing network capabilities to specify in detail metrics to be reported by the OP.
<***** END FIFTH CHANGE *****>
<***** SIXTH CHANHE ****>
1.5 [bookmark: _Toc327447334][bookmark: _Toc327548002][bookmark: _Toc327548202][bookmark: _Toc54104620][bookmark: _Toc54267732][bookmark: _Toc115710394]Abbreviations	Comment by Bart van Kaathoven: Check if complete, any abbreviations used should be included
	Term 
	Description

	DSCP
	Differentiated Services Code Point 

	
	

	ECN
	Explicit Congestion Notification

	IETF
	Internet Engineering Task Force

	L4S
	Low Latency, Low Loss, Scalable Throughput



<***** END SIXTH CHANGE *****>
<**** SEVENTH CHANGE *****>
1.6. [bookmark: _Toc327447332][bookmark: _Toc327547999][bookmark: _Toc327548199][bookmark: _Toc54104621][bookmark: _Toc54267733][bookmark: _Ref73528851][bookmark: _Ref96429106][bookmark: _Ref108779354][bookmark: _Toc115710395]References 
	Ref
	Doc Number
	Title

	[bookmark: _Ref325119390][29]
	DSCP RFC 5865
	A Differentiated Services Code Point (DSCP) for Capacity-Admitted Traffic https://datatracker.ietf.org/doc/html/rfc5865

	[30]
	L4S IETF
	Low Latency, Low Loss, Scalable Throughput (L4S) Internet Service: Architecture  https://datatracker.ietf.org/doc/html/draft-ietf-tsvwg-l4s-arch

	[31]
	GSMA PRD NG.135
	E2E Network Slicing Requirements



<**** END SEVENTH CHANGE *****>

<***** EIGHT CHANGE *****>
2.1.2. [bookmark: _Ref51604233][bookmark: _Toc54104625][bookmark: _Toc54267737][bookmark: _Toc115710399]Functionality offered to Application Providers
<SNIP>
12. The OP shall expose network capabilities to the Application Providers, including longer-term managed network services (such as for QoS, i.e. Quality of Service) and shorter-term or transactional style services (such as SIM-derived services, such as location verification).
Note: It is the responsibility of the Application Provider to ensure proper QoS support in the application when making use of end-to-end QoS mechanisms such as L4S, traffic category and DSCP. 
<***** END EIGHT CHANGE *****>
<**** NINETH CHANGE ****>
ANNEX X Client side mechanisms to control QoS

X.1 introduction
Edge applications often need low latency and jitter to function properly. For this QoS can be applied from the network by calling QoS APIs for each IP flow where the application needs the traffic to be treated with priority. On top of the network-initiated QoS, additional mechanisms that allow an application to ask for priority from the client side exist, such as URSP traffic categories, L4S tagging or DSCP tagging. This can be done by the application supporting URSP traffic categories, L4S tagging or DSCP tagging. Applications can tag priority IP flows using these mechanisms and depending on the network support and operator settings benefit from a better treatment.	Comment by Sandra Ondrusova (CKHH - IODUK - Technology Manager): Myabe we can reword it to :
On top of the network-initiated QoS, additional mechanisms that allow an application to ask for priority from the client side exist, such as URSP traffic categories, L4S tagging or DSCP tagging.
The Application Provider is informed about the supported mechanisms so that the client-server connection between the Application Client and the Application Edge part can select a supported mechanism.	Comment by Sandra Ondrusova (CKHH - IODUK - Technology Manager): this is Annex and everything here is informative text. it means we should not use "must/have to/shall/should".  I suggest changing it to "The Application provider is informed about.."
X.2 URSP traffic categories 
The Operator can provide the end user (UE/device) with the URSP configuration. A UE application can indicate traffic categories for selected flows which will be mapped by the UE to active URSP configurations. It is up to the UE OS implementation how a network slice is selected or access to the network is done. It is important to associate standardised categories of applications traffic with the specific connectivity defined by the Operator.  
GSMA PRD NG.135 [31] has listed a range of traffic categories that can be applicable to OP services that require specific traffic treatment for specialized (edge) services. The categories would allow to separate normal internet traffic from edge specific traffic. Below figure 1 [nr to be updated] shows an application client that utilizes 2 different traffic categories, PDU session A and PDU session B are treated separately with different characteristics according to the traffic category applied. Here e.g. Session A could be for normal priority and session B for realtime intereactive traffic flows.	Comment by Sandra Ondrusova (CKHH - IODUK - Technology Manager): feel free to remove it if it doesn't fit here	Comment by Bart van Kaathoven: Thanks for inserting this	Comment by Bart van Kaathoven: Reword to examples that are relevant for OPG













[image: ]	Comment by Bart van Kaathoven: Change CSP network to OPG terminology
Figure 1 URSP mapping to operator services

X.3 L4S
L4S is a new technology based on an Internet Engineering Task Force (IETF) standardization, which provides high throughput and low latency for IP traffic, resulting in improved, fast rate adaption management, and reduced network congestion, queuing and packet loss.
L4S relies on ECN (Explicit Congestion Notification) in the IP header to indicate queue build-up in the radio access network to the application. The congestion signals are then managed at the sender and receiver side thanks to scalable congestion control algorithms. In turn, the technology signals to the application server to adjust the application bit rate to meet the capacity of the established communication link. As a result, L4S is effective in delivering a seamless user experience even with variable traffic load and radio conditions. Application tags the communication handle (socket) according to desired QoS treatment (L4S or not tag) 
[image: Graphical user interface, application, Teams

Description automatically generated]
The operator determines how L4S traffic is handled, using packet filters the operator can support L4S and prioritize it when the subscriber is allowed to use it from the subscription, see also figure 2 [number to be updated] below where only L4S tagged traffic is handled by the black optimized queue. The application is expected to respect the ECN bits that indicate congestion and take measures when congestion is detected. This can e.g. by reducing bit-rates for streaming or other measures. 
	Comment by Bart van Kaathoven: Change CSP to OPG terminology
[image: Diagram

Description automatically generated]
Figure 2 L4S based queue selection
[image: Graphical user interface, application, Teams

Description automatically generated]

X.4 Other mechanism
For further study, these could include DSCP or other relevant mechanism.

<**** END NINETH CHANGE ****>
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