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	Term 
	Description

	Alternative QoS References
	A prioritized list of alternative QoS profiles which refers to set of QoS parameters e.g., bit rate, packet delay budget etc. which OP should use in case specific QoS targets requested by the Application Provider cannot be met  

	Application Backend Part
	An architectural part of an Application that is to be deployed on public or private (and central) cloud infrastructure.

	Application Client
	A specifically developed client component of an application.

	Application Edge Part
	An architectural part of an Edge Application that is to be deployed on edge compute cloudlets. An End-to-End Application may include multiple Application Edge Parts (e.g. microservices).

	Application Instance
	An instantiation of and Application Edge Part on a Cloudlet.

	Application Provider
	The provider of the application that accesses the OP to deploy its application on the Edge Cloud, thereby using the Edge Cloud Resources and Network Resources. An Application Provider may be part of a larger organisation, like an enterprise, enterprise customer of the OP, or be an independent entity.

	Availability Zone
	An OP Availability Zone is the equivalent of an Availability Zone on Public Cloud. An Availability Zone is the lowest level of abstraction exposed to an Application Provider who wants to deploy an Application on Edge Cloud. Availability Zones exist within a Region. Availability Zones in the same Region have anti-affinity between them in terms of their underlying resources - this ensures that in general terms, when an Application Provider is given a choice of Availability Zones in a Region, they are not coupled which ensures separation and resilience.

	Capability Exposure Role
	The OP role in charge of the relationship with the Application Providers. It unifies the use of multiple Edge Clouds, which may be operated by different Operators/OP Partners and accessed through different Operator Platforms. 

	Certificate Authority
	An entity that issues digital certificates.

	Cloudlet
	A point of presence for the Edge Cloud. It is the point where Edge Applications are deployed. A Cloudlet offers a set of resources at a particular location (either geographically or within a network) that would provide a similar set of network performance.

	Communication Service
	a service that enables transmission and receipt of information between two or more points/entities

	Communication Service Customer
	an entity that uses communication services, e.g. tenant, enterprise customer, Application Provider

	Communication Service Provider
	an entity that provides communication services. Designs, builds and operates its communication services. The provided communication service can be built with or without a network slice. 

	Converged Charging System
	The element within the Operator’s Network that allows to do the real time rating and charging for the services that are provided by that Operator [35]

	Data collection interval
	A common interval for data reporting that should be negotiated to facilitate federation.

	Data Protection
	Legal control over access to and use of data stored in computers.

	East/Westbound Interface
	The interface between instances of the OP that extends an operator's reach beyond their footprint and subscriber base.

	Edge Application
	An Application whose architecture includes one or more Application Edge Parts (e.g. microservices)
Note: an Application doesn’t necessarily need to be an Edge Application to use capabilities exposed by an OP.

	Edge Cloud (EC)
	Cloud-like capabilities located at the network edge including, from the Application Provider's perspective, access to elastically allocated compute, data storage and network resources. 
Edge Clouds are targeted mainly at Edge-Enhanced Applications and Edge-Native Applications. 
In the context of this document, the Edge Cloud is managed by an Operator Platform's Service Resource Manager Role.
The phrase "located at the infrastructure edge" is not intended to define where an Operator deploys its Edge Cloud. The Edge Cloud is expected to be closer (for example, latency, geolocation, etc.) to the Application Clients than today's centralised data centres, but not on the User Equipment, and could be in the last mile network.
Note 1:	This definition is based on that in "Open glossary of edge computing", v2.0 [3].

	Edge Cloud Resources
	In the context of this document, resources of the Edge Cloud Service that are managed by the Service Resource Manager Role.

	Edge-Enhanced Application

	An application capable of operating in a centralised data centre but which gains performance, typically in terms of latency, or functionality advantages when provided using an Edge Cloud. These applications may be adapted from existing applications that operate in a centralised data centre or may require no changes. 
Note 1:	This definition is based on that in "Open glossary of edge computing", v2.0 [3].

	Edge Interconnection Network (EIN)
	A direct and dynamically managed (optionally pre-existing) logical interface between two EC instances. The interface shall use existing network infrastructure for connection establishment, and may have security and rules applied based on the EC and OP requirements.

	Edge-Native Application

	An application that is impractical or undesirable to operate in a centralised data centre. This can be due to a range of factors from a requirement for low latency and the movement of large volumes of data, the local creation and consumption of data, regulatory constraints, and other factors. These applications are typically developed for, and operate on, an Edge Cloud. They may use the Edge Cloud to provide large-scale data ingest, data reduction, real-time decision support, or solve data sovereignty issues. 
Note 1:	This definition is based on that in "Open glossary of edge computing", v2.0 [3].

	Edge Node
	A resource in a physical data centre. The term Edge Node used in context with the Edge Node Sharing refers to the compute resources offered by the Partner OP to the Leading OP. The Leading OP may use such resources to serve its own end users in scenarios such as not having the edge clouds footprint in locations where the end users requesting access to edge services but a Partner OP is offering edge cloud resources in those locations. [29]

	Edge Resource
	Sum of compute, network, and storage capabilities made available for workload deployment and processing in edge nodes.

	Edge Site
	A physical location where an edge node is deployed.

	EIN establishment
	A procedure to create an EIN connection between two ECs. The process also establishes application and traffic security and filtering rules on the EIN as part of the establishment.

	EIN Termination
	A closure of an existing EIN connection. It can include cleaning up the application security and traffic rules applied at the time of EIN establishment.

	End-to-End network slicing
	Slicing concept for mobile network which include UE, RAN, Core and Transport. [33]

	Federation Broker Role
	The OP role in charge of easing the relationship between federated OPs. For example, it allows an OP to access many other OPs through a single point of contact and simplify its contractual relationships. 
The Federation Broker Role is optional since a federation can be performed directly between two Federation Managers (in a one-to-one relationship).

	Federation Manager Role
	The OP role that publishes and provides access to the resources and capabilities of another OP, including its Capability Exposure Role and Service Resource Manager Role.

	Flavour
	A set of characteristics for compute instances that define the sizing of the virtualised resources (compute, memory, and storage) required to run an application. Flavours can vary between operator networks.

	Home OP
	The Operator Platform instance belonging to the subscriber's Operator; that is, whose PLMN identity (MCC and MNC) matches with the MCC and MNC of the subscriber's IMSI, as defined in 3GPP TS 23.122 [21].
Note: non-SIM devices are for further study

	Leading OP
	The Operator Platform instance connected to the Application Provider and receiving the onboarding requests, sharing them to the selected federated platforms/operators.

	Local Breakout
	Edge Cloud Services are provided to a roamed UE by the Visited OP, rather than by the Home OP

	Network Resource Location
	The Network Resource Location is how near to the edge or the centre of the network an application is instantiated and Cloud resources are consumed. Whilst typically, an OP deploys an application on a Cloudlet at the edge of the network, it may choose to deploy it, for example, at a Regional level or centrally (but within the OP). The OP decides on the Network Resource Locations.

	Network Resources
	In the context of this document, the network services and capabilities provided by the Operator that are managed by the Service Resource Manager Role.

	Network Slice
	A logical network that provides specific network capabilities and network characteristics [10]

	Network Slice Instance
	A set of Network Function instances and the required resources (e.g. compute, storage and networking resources) which form a deployed Network Slice [10]

	Non-SIM User Equipment (Non-SIM UE) 
	Any device that is used by end-user that does not require SIM to access communication services. Examples of such devices are Tablets, Laptops, VR headsets, gaming consoles, IoT sensors etc. UCs and Application Clients are deployed on the Non-SIM User Equipment.

	Northbound Interface
	The interface that exposes the Operator Platform to Application Providers

	Operator
	In the context of GSMA OP, an Operator is an entity that exposes capabilities and/or resources of their network (IT, mobile) to  Application Providers, provides connectivity to User Equipment and has an Operator Platform.

	Operator Platform
	An Operator Platform (OP) facilitates access to the Edge Cloud and other capabilities of an Operator or federation of Operators and Partners. It follows the architectural and technical principles defined in this document. 

	Partner
	An entity or other party that offers and provides a service or resource, in the context of the Operator Platform's federation, to other partners. Each partner hosts an OP and offers the resources through its E/WBI federation. For example, a partner can be an Operator that provides network, subscribers and cloud services or a hyperscaler / cloud provider that offers cloud services only.

	Partner OP
	An Operator Platform that federates with another Operator Platform and through the E/WBI offers its Edge Cloud capabilities to the other Operator Platforms.

	Region
	An OP Region is equivalent to a Region on a public cloud. The higher construct in the hierarchy exposed to an Application Provider who wishes to deploy an Application on the Edge Cloud and broadly represents a geography. A Region typically contains one or multiple Availability Zones. A Region exists within an Edge Cloud.

	Regional Controller
	The Regional Controller functions at the geographic Region level wherein it manages Cloudlets within that geography. The size of Cloudlets and the scope of geography managed by a Regional Controller is up to the operator to define.

	Representational Consistency
	Representational Consistency means that the information elements that the Application Provider exchanges with an Edge Cloud do not change as a function of the Partner OP with which it is ultimately interacting. This implies that a function of the Capabilities Exposure Role is to provide a consistent information model.

	Service Continuity
	The uninterrupted user experience of a service, including in those cases where the IP address or anchoring point change

	Service Resource Manager Role
	The OP role in charge of orchestrating Edge Cloud Resources and Network Resources for use by Application Providers and end-users. This role includes managing the workload over the Edge Cloud, the configuration of network capabilities, and the relationship with the UC.

	Session Continuity
	The continuity of a PDU Session. For PDU Session of the IPv4 or IPv6 or IPv4v6 types, "Session Continuity" implies that the IP address is preserved for the lifetime of the PDU Session

	Southbound Interface
	Connects the OP with the specific operator infrastructure that delivers the network, cloud and charging services and capabilities.

	Tenant
	A Tenant is the commercial owner of the applications and the associated data. 
Note: It is for further study how to align this concept with the commercial track. 

	Tenant Space
	A Tenant Space is a subset of resources from a Cloudlet that are dedicated to a particular tenant. A Tenant Space has one or more Virtual Machines (VMs) running native or containerised applications or cover a complete server.

	User Client
	Functionality that manages on the user's side the interaction with the OP. The User Client (UC) represents an endpoint of the UNI and is a component on the User Equipment. 
NOTE: Different implementations are possible, for example, OS component, separate application software component, software library, SDK toolkit and so on.

	User Equipment (UE)
	Any device with a SIM used directly by an end-user to communicate. UCs and Application Clients are deployed on the User Equipment. By default, the term “UE” means UE with the explicit SIM-based Telecom wireless network connectivity throughout the document.  

	User-Network Interface
	Enables the UC hosted in the user equipment to communicate with the OP.

	Visited OP
	The Operator Platform instance that belongs to the Operator providing access to a roaming subscriber; that is, whose PLMN identity (MCC and MNC) matches with the MCC and MNC of a roaming subscriber's current VPLMN.
Note: non-SIM devices and non-3GPP access are for further study
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	Term 
	Description

	5G
	5th Generation Mobile Network

	5GC
	5G Core

	AAA
	Authentication, Authorisation and Accounting

	AAF
	Application Authorisation Framework

	AF
	Application Function

	AMF
	Access and Mobility Management Function

	API
	Application Programming Interface

	AR
	Augmented Reality

	B2B
	Business to Business

	B2B2C
	Business to Business to Consumer

	B2C
	Business to Consumer

	CAPIF
	Common API Framework

	CCS
	Converged Charging System

	CDM
	Common Data Model

	CEF
	Charging Enablement Function

	CER
	Capabilities  Exposure Role

	CHF
	Charging Function

	CI/CD
	Continuous Integration / Continuous Development and Deployment

	CISM
	Container Infrastructure Service Manager

	CN
	Core Network

	CPU
	Central Processing Unit

	CRUD
	Create, Read, Update and Delete

	CSC
	Communication Service Customer

	CSP
	Communication Service Provider

	CTF
	Charging Trigger Function

	DBaaS
	DataBase as a Service

	DC
	Data Centre

	DDoS
	Distributed Denial of Service

	DL
	DownLink

	DNAI
	Data Network Access Identifier

	DNN
	Data Network Name

	DoS
	Denial of Service

	DSCP
	Differentiated Services Code Point

	EAS
	Edge Application Server

	EC
	Edge Cloud

	ECN
	Explicit Congestion Notification

	ECP
	Edge Computing Platform

	ECS
	Edge Configuration Server

	EEC
	Edge Enabler Client

	EES
	Edge Enabler Server

	EIN
	Edge Interconnection Network

	ETSI
	European Telecommunications Standards Institute

	E/WBI
	East/Westbound Interface

	eMBB
	Enhanced Mobile Broadband

	FPGA
	Field Programmable Gate Array

	FQDN
	Fully Qualified Domain Name

	GDPR
	General Data Protection Regulation

	GMLC
	Gateway Mobile Location Centre

	gNB
	gNodeB

	GPS
	Global Positioning System

	GPSI
	Generic Public Subscription Identifier

	GPU
	Graphic Processing Unit

	GST
	Generic network Slice Template

	GW
	GateWay

	HPLMN
	Home Public Land Mobile Network

	HTTP
	HyperText Transfer Protocol

	IaaS
	Infrastructure as a service

	ID
	IDentifier

	IEC
	Immediate Event Charging

	IETF
	Internet Engineering Task Force

	IMSI
	International Mobile Subscriber Identity

	I/O
	Input/Output

	IoT
	Internet of Things

	IP
	Internet Protocol

	IPsec
	Internet Protocol Security

	ISG
	Industry Specification Group

	ITU
	International Telecommunication Union

	KPI
	Key Performance Indicator

	L4
	Layer 4

	L4S
	Low Latency, Low Loss, Scalable Throughput

	LADN
	Local Area Data Network

	LAI
	Location Area Identification

	LBO
	Local BreakOut

	LCM
	Life-Cycle Management

	MCC
	Mobile Country Code

	MEC
	Multiaccess Edge Computing

	MNC
	Mobile Network Code

	MR
	Mixed Reality

	MSISDN
	Mobile Subscriber Integrated Services Digital Network Number

	NAS
	Non-Access Stratum

	NAT
	Network Address Translation 

	NBI
	Northbound Interface

	NDS
	Network Domain Security

	NEF
	Network Exposure Function

	NEST
	NEtwork Slice Type

	NSaaS
	Network Slice as a Service

	NSI
	Network Slice Instance

	NSSI
	Network Slice Subnet Identifier

	NSSAI
	Network Slice Selection Assistance Information

	NPU
	Neural Processing Units

	NUMA
	Non-Uniform Memory Access

	NWDAF
	Network Data Analytics Function

	OCI
	Open Container Initiative

	OP
	Operator Platform

	OS
	Operating System

	OSC
	Open Source Community

	OTT
	Over the Top

	PaaS
	Platform as a service 

	PCF
	Policy Control Function

	PCRF
	Policy and Charging Rules Function

	PDN
	Packet Data Network

	PDU
	Protocol Data Unit 

	PEC
	Post Event Charging

	PGW
	PDN (Packet Data Network) GateWay

	PII
	Personally-Identifiable Information

	PRD
	(GSMA) Permanent Reference Document

	QoE
	Quality of Experience

	QoS
	Quality of Service

	RAN
	Radio Access Network

	RBAC
	Role-Based Access Control

	RNIS
	Radio Network Information Service

	RRS
	Resource Requirements Specification

	SAAS
	Software as a service

	SBI
	Southbound Interface

	SBI-CR
	Southbound Interface – Cloud Resources

	SBI-NR
	Southbound Interface – Network Resources

	SCEF
	Service Capability Exposure Function

	SD
	Service Differentiator

	SDK
	Software Development Kit

	SDO
	Standards Developing Organisation

	SLA
	Service Level Agreement

	SLI
	Service Level Indicators

	SMF
	Session Management Function

	S-NSSAI
	Single Network Slice Selection Assistance Information

	SPR
	Subscriber Profile Repository

	SR/IOV
	Single Root I/O Virtualisation

	SRM
	Service Resource Manager

	SSC
	Session and Service Continuity

	SST
	Slice/Service Type

	SUPI
	SUbscription Permanent Identifier

	TAC
	Tracking Area Code

	TAI
	Tracking Area Identification

	TLS
	Transport Layer Security

	UC
	User Client

	UE
	User Equipment

	UL
	UpLink

	UNI
	User to Network Interface

	UPF
	User Plane Function

	URI
	Uniform Resource Identifier

	URL
	Uniform Resource Locator

	URSP
	UE Route Selection Policy

	VIM
	Virtualised Infrastructure Manager

	VM
	Virtual Machine

	VPLMN
	Visited Public Land Mobile Network

	VPS
	Visual Positioning Service

	VPU
	Vision Processing Unit

	VR
	Virtual Reality

	Wi-Fi
	Wireless network protocols, based on the 802.11 standards family published by the IEEE.
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The OP functionality is realised via multiple roles. These roles enable an OP instance to interact with and execute scenarios from/towards other actors in the OP ecosystem, namely Application Providers, other OP instances, the Cloud Resources and the Network Resources.
A single OP can implement the roles and their functionality, or separate instances provide different roles (for example, an OP instance provides the Service Resource Manager Role and another OP instance provides the Capability Exposure Role).
This section lists these roles along with their key functions.
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The Capabilities Exposure Role (CER) in the OP enables an Application Provider to operate applications. Operating an application includes discovering the capabilities of the OP, both in functionality (e.g., how an application may be onboarded or instantiated) and in range of functionality (e.g., where may an application be run, and what QoS attributes are possible). 
The Application Provider accesses the CER via the North Bound Interface (NBI). The Application Provider expects to use APIs implemented at the NBI to carry out required functions. 
Capabilities are provided in part by actions that the CER carries out on behalf of the Application Provider and by data models for application manifests and resource catalogues. Data models may be used by multiple roles in an OP and extend across multiple federated OPs.
The data models available via the NBI are a subset of the data models used elsewhere in the OP. Still, they must be kept representationally consistent with the other data models, both in structure and in interpretation of individual data elements in a data model.
The NBI is expected to enable the following non-inclusive list of scenarios:
Edge Cloud Infrastructure Endpoint Exposure: The Application Provider uses an authenticated and authorized endpoint to carry out scenarios involving application instances on edge clouds;
Application Onboarding: The Application Provider uses the NBI to provide application images and metadata to the OP Federation Broker/Manager Role;
Application Metadata/Manifest Submission: The Application Provider uses the NBI and the metadata model to submit application metadata to the OP and follows defined procedures to extend the metadata model specification;
Application CI/CD Management DevOps: The Application Provider integrates the CI/CD framework used to create an application with the OP via NBI APIs (which implies an integration between a CI/CD framework and Application Onboarding and Lifecycle Management);
Application Lifecycle Management: The Application Provider observes and changes the operational state of application instances, including the geographical/network extent of the OP on which application instances may run;
Application Resource Consumption Monitoring: The Application Provider observes resource consumption of application instances, using the resource data model;
Edge Cloud Resource Catalogue exposure: The Application Provider inventories edge cloud resources nominally available to application instances.
Network Capabilities exposure: The Application Provider inventories network capabilities, like Network Analytics, nominally available to application instances.
NSaaS capabilities: The Application Provider observes and changes the operational state of a network slice or the resources allocated to the network slice.
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The Service Resource Manager role in the OP is responsible for managing Cloud and Network resources from the Edge Cloud(s) via the SBI and UNI interfaces.
Typical scenarios enabled by the Service Resource Manager role towards the different interfaces are:
SBI:
Inventory, Allocation and Monitoring of Compute resources from Edge Cloud Infrastructure via the SouthBound Interface – Cloud Resources (SBI-CR);
Orchestration of Application instances on the Edge Cloud Infrastructure via the SBI-CR interface;
Cloud resource reservation managed by the OP,
Configuring UE traffic management policies to accomplish the application's requirements, e.g. as described in 3GPP TS 23.502 [11], or the UE's IP address shall be maintained;
Note:	URSP rules influenced by the OP may also be considered a solution.
Exposure of usage and monitoring information to operator's charging engine via the SouthBound Interface – Charging functions (SBI-CHF) to enable operators to charge for the OP's services. 
Interaction with the mobile network via the Southbound Interface – Network Resources (SBI-NR), for example to:
· Fetch Cloudlet locations based on the mobile network data-plane breakout location;
· Subscribe and receive notifications on UE Mobility events from the network to assist applications.
· Configure traffic steering in the mobile network towards Applications orchestrated in Edge Clouds;
· Receive statistics/analytics, e.g. to influence Application placement or mobility decisions.
· Receive information related to the network capabilities, such as QoS, policy, network information, etc.
· Receive the end user’s profile data (e.g. S-NSSAI, DNN, etc.)
Management of network slice lifecycle via SouthBound Interface – Operation and Maintenance (SBI-OAM)
UNI:
Application Instantiation/Termination, e.g. based on triggers from the UNI;
Application Endpoint exposure towards User Clients (UC) via the UNI;
Application Placement decisions, e.g. based on measurements/triggers from the UNI.
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The Federation Broker and Manager roles in the OP are responsible for interfacing with other OPs via the East-West Bound Interface. 
Typical scenarios enabled by the Federation Manager role are:
Federation Interconnection Management;
Edge Cloud Resource Exposure and Monitoring towards partner OPs;
Network and Analytics Capabilities Exposure towards partner OPs;
Application Images and Application metadata transfer towards partner OPs;
Application Instantiation/Termination towards partner OPs;
Application Monitoring towards partner OPs;
Service Availability in visited networks.
The Federation Broker is an optional role. It acts as a broker to simplify the federation management between multiple OPs.
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Operator 
The key properties of the Operator are listed in the Common Data Model in the Table 22. 
	Data type
	Description
	Interface Applicability
	Optionality

	Operator ID
	The identifier of the Operator. Usually it is a MCC+MNC.
	SBI-NR
	Mandatory

	OP
	The OP that belongs to the Operator. As defined in Table 13.
	EWBI, UNI, NBI
	Mandatory

	NEF/SCEF 
	Identifies the NEF or SCEF, as defined in Table 11.
	SBI-NR
	Optional

	Resources
	Identifies the resources, as defined in Table 6.
	SBI-NR, EWBI, NBI, SBI-CR, SBI-CHF
	Optional

	Network Capabilities
	All the Network Capabilities supported by the Operator, as defined in Table 12.
	SBI-NR, EWBI, NBI
	Optional

	Cloudlet Capabilities
	All the Cloudlet Capabilities supported by the Operator.
	SBI-CR, EWBI, NBI
	Optional

	OSS/BSS
	Identifies the OSS/BSS, as defined in Table 23.
	SBI-OAM
	Optional

	Cloudlet
	Identifies the Cloudlet, as defined in Table 4.
	SBI-CR
	Optional

	Availability Zone
	Zone covered by the Operator, as defined in Table 7
	NBI, EWBI
	Optional

	CCS
	Identifies the Operator’s Charging Engine, as defined in Table 24
	SBI-CHF
	Optional


[bookmark: _Ref133502465]: Common Data Model - Operator
OSS/BSS
CCS
The key properties of CCS Common Data Model are listed in the table below. 
	Data type
	Description
	Interface Applicability
	Optionality

	CCS ID
	The CCS ID
	SBI-CHF
	Mandatory

	CCS IP address
	The IP address of the CCS.
	SBI-CHF
	Mandatory


1. [bookmark: _Ref133502954]: Common Data Model – CCS
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The operator that runs the OP decides on its commercial model and how it charges for OP services. There are many potential choices. Two simple examples are subscription-based and pay per use, whilst a more complex example is demand-based pricing. The OP architecture, therefore, defines various information to support a variety of commercial models. However, a particular commercial model may only require a subset of the information, while another may require additional details. When a service uses federated resources, the two operators need to agree in advance on what charging information to report. Note that this is independent of the commercial model between the application provider and its OP.
Finally, OP shall expose all of that information to an external charging engine through an SBI for charging (SBI-CHF) under Operator or resource owner control so that each stakeholder can define its commercial strategy, models and offers. This interface shall be exposed from the Service Resources Manager role, as it is the cloud and network resources manager.
SBI-EIN
SBI-OAM
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East/West Bound Interface Management Service
Availability Zone Information Synchronisation Service
Application and Resources Management 
Application Onboarding Management Service
Resources Reservation Management Service
An OP E/WBI shall use the Resources Reservation Management Service over E/WBI to reserve resources towards another OP.
The reservation service shall include transferring the Resource Requirements Specification of the Application Provider towards the Partner OP.
Note:	Using this service by operators to reserve resources for their own purposes is for further study. E.g. ensuring SLA to certain Application Providers or roaming assurance.
[bookmark: _Ref52532098]Edge Node Sharing Service
Application Deployment Management Service
Events and Notifications Service
The Events and Notifications Service shall be used to set up, send and receive Events and Notifications from one OP to another over the E/WBI.
As indicated under the Availability Zone Information Synchronisation Service, each OP publishes the information about the resource levels provided to each partner. An OP shall send Notifications to partner OPs related to these published resources, for example, in the following scenarios:
The availability state of these resource changes;
The consumption of resources reaches a pre-defined threshold (e.g. warning notifications when consumption reaches 80% of the agreed threshold value);
Imminent Federation Agreement expiry.
To enable this, the Events and Notifications Service provides the following APIs over E/WBI:
Setup Event reporting (e.g. resource threshold levels);
Update Event reporting parameters;
Notifications for Events.
Service Availability in Visited Network Management Service
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This section describes how the Operator Platform could interact with network elements, UEs and other parties to realise various service use cases that it enables and supports.
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Charging  Concepts
The following flows describes how charging factors can be used for different services in non-federated scenarios. Please see section 5.1.5 for the requirements related to SBI-CHF and Appendix I.5 for the charging factors and the service categories underpinning the scenarios.	Comment by Elisabeth Andersson: To be cross-referenced
Charging for Service API Invocation 
This flow describes concepts of charging for different type of Service API invocations based on  API type and payload. Depending on the API type, a subset of the parameters included in the payload will be of interest to enable rating and charging. This model also supports rating and charging based on the API plus the operation used without payload analysis. 


[image: ]
 Charging for Service API Invocation	Comment by Elisabeth Andersson: Added as part of feedback	Comment by Elisabeth Andersson: Also modified diagrams to incorporate the different arrow styles for readability.
1. App Provider invokes API. Information included:
· Party identifiers: App ID, Application Provider ID, Customer device ID
· API Payload
· Correlation ID 
2. Operator Platform invokes API using SBI-NR.
3. Service request is processed in the Operator’s Network and service is delivered. ACK is sent back to the Operator Platform. Network response can include relevant parameters for rating and charging.
4. Operator Platform sends back response (ACK) to the App Provider using NBI
5. Operator Platform sends charging request to the Operator’s Charging Engine using SBI-CHF. Charging request includes at least:
· Party Identifiers: OP ID, App ID, App Provider ID, Customer device ID
· API type + selected API payload (not mandatory to include and dependent on the service)
· Correlation Information
· Selected Network parameters coming from SBI NR response (not mandatory to include and dependent on the service)
6. Operator’s Charging Engine processes charging request (rating and charging is done based on provided information in the charging request) and sends response back to the Operator Platform using SBI-CHF.

Charging for Data Traffic Usage in Operator Network
This flow describes how the charging concept for data traffic usage will be performed as a result of Service API invocation. 
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 Charging for Data Traffic Usage in Operator Network – Part 1 of 2	Comment by Elisabeth Andersson: Added as per feedback.
1. There is an ongoing data session for a customer. A regular dialogue (session-based charging)  is performed between the Operator’s data packet core and the Operator’s Charging Engine. Online or offline charging could be used depending on Operator’s decision (online mode shown here as an example) and is out of the scope of this document.
2. App Provider invokes API that influences data traffic usage of a device. Information included:
· Party identifiers: App ID, Application Provider ID, Customer device ID.
· API Payload
· Correlation ID 
· Data Service flow ID
3. Operator Platform invokes API using SBI-NR. Operator Platform provides required parameters to enable correlation, Correlation Information, between API invocation and data navigation in Operator’s Charging Engine.
4. Service request is processed in the Operator’s Network and service start to be delivered. ACK is sent back to the Operator Platform optionally including some additional information which may be relevant for charging.
5. Operator Platform sends back response (ACK) to the App Provider using NBI
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 Charging for Data Traffic Usage in Operator Network – Part 2 of 2	Comment by Elisabeth Andersson: Figure updated including figure title
6. Operator Platform sends charging request to the Operator’s Charging Engine using SBI-CHF to ask for API invocation charging. Charging request includes:
· Party Identifiers: Leading OP ID, App ID, App Provider ID,Customer device ID
· API type + selected API payload (optional)
· Correlation Info
· DataSessionID
· Time/duration (optional)
· Network parameters (optional)
7. Operator’s Charging Engine processes charging request (rating and charging is done based on provided information in the charging request) and sends response back to the Operator Platform. 
During service delivery (time/volume where the data traffic is impacted by the API call) the charging dialogue between the Operator’s data packet core and the Operator’s Charging Engine will continue. 
Note: Besides the regular information exchanged for the ongoing charging of the data session, The Packet core will include the Correlation Information requireds by the Charging Engine to be able to identify the data traffic volume impacted by the Service API Invocation. The contents of this correlation information are FFS.
Charging for Edge Enabling Infrastructure Resource Usage
This flow describes charging for Edge enabling infrastructure resource usage. 
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 Charging for Edge Enabling Infrastructure Resource Usage
1. 
2. 
3. 
4. 
5. Operator Platform monitors the usage of Edge infrastructure resources and sends charging request to the Operator’s Charging Engine using SBI-CHF. This can be done periodically based on a configurable timer or one request for the whole period. Charging request includes
· Party Identifiers: Federation ID, Lead OP ID, Partner OP ID,  App ID, App Provider ID, Pool ID
· API type + selected API payload (vCPUs, memory, storage, incoming/outgoing data volume, time period)
· Correlation Info
6. Operator’s Charging Engine processes charging request (rating and charging is done based on provided information in the charging request) and sends response back to the Operator Platform. 
7. 
· 
· 
· 
8. 
Charging Concepts in Federated Scenarios
The following flows describes charging concepts for Edge computing services in federated scenarios. Further analysis of other federation services will be included in future versions of this document. 	Comment by TELEFONICA: Include one clarification saying that analysis for other federation services are for further study and will be included in next versions of this document?	Comment by Elisabeth Andersson: Updated
The E/WBI will be used in communication between the Operators and a pre-requisite is that there is an existing federation agreement in place. In federation scenarios the focus of charging is to ensure that both Leading and Partner Operators have records of the service use as part of their record keeping. This will later be the input to settlement and reconciliation between the two Operators as well as for any wholesale charging between the Lead Operator and the Application Provider. 
Please see section 5.1.5 for the requirements related to SBI-CHF and Appendix I.5 for the charging factors and the service categories underpinning the scenarios.
Federated Service API Invocation
This flow describe charging for different type of Service API invocations based on  payload in a federated scenario for Edge Computing.
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 Federated Service API Invocation Part 1 of 2
1. App Provider invokes Service API
2. Leading Operator Platform redirects to the API using E/WBI towards Partner Operator Platform
3. Partner Operator platform invokes API using SBI-CR
4. Service request is processed in the Partner Operator’s Cloud Resources and service is delivered. ACK is sent back to the Partner Operator Platform
5. Partner Operator Platform sends ACK back to Lead Operator Platform including actual reservation
6. Lead Operator Platform sends back response (ACK) to the App Provider using NBI
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 Federated Service API Invocation – Part 2 of 2
7. Partner Operator Platform sends charging request to the Partner Operator’s Charging Engine using SBI-CHF. This can be done periodically based on a configurable timer or one request for the whole period. Charging request includes:
· Party Identifiers: Federation ID, Lead OP ID, Partner OP ID,  App ID, App Provider ID, Pool ID
· API type type (service + operation invoked: instantiation/upgrade/termination)+ selected API payload )
· Correlation Information
8. Partner Operator’s Charging Engine processes charging request (rating and charging is done based on provided information in the charging request) and sends response back to the Operator Platform. The result of the charging is stored with in the Partner OP as CDRs used for settlement and reconciliation.
9. Lead Operator Platform sends charging request to the Lead Operator’s Charging Engine using SBI-CHF. This is based on the actual reservation received from the Partner OP. Charging request includes:
· Party Identifiers: Federation ID, Lead OP ID, Partner OP ID,  App ID, App Provider ID, Pool ID
· API type type (service + operation invoked: instantiation/upgrade/termination)+ selected API payload )
· Correlation Information
10. Lead Operator’s Charging Engine processes charging request (rating and charging is done based on provided information in the charging request) and sends response back to the Operator Platform. The result of the charging is stored with in the Lead OP as CDRs used for settlement and reconciliation.

The CDRs generated by the Lead and Partner Ops Charging Engine are input to settlement and reconciliation processes outside of charging and hence not in scope.

Federated Edge Enabling Infrastructure Resource Usage
For federated scenarios, it will be possible to periodically exchange information around the effective Edge resource usage over the E/WBI. Consideration needs to be taken to ensure that the resource consumption used for charging on the Partner and Lead Operators are synchronized to reduce risk of reconciliation issues.
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 Federated Edge Enabling Infrastructure Resource Usage 
7. 
8. 
9. 
10. 
11. 
12. 
13. 
14. 
15. 
16. 
17. 
18. 
19. 
20. 
21. 
22. 
23. 
1. Partner Operator Platform monitors the usage of Edge infrastructure resources and sends charging request to the Partner Operator’s Charging Engine using SBI-CHF. This can be done periodically based on a configurable timer or one request for the whole period. Charging request includes
· Party Identifiers: Federation ID, Lead OP ID, Partner OP ID,  App ID, App Provider ID, Pool ID
· API type + selected API payload (vCPUs, memory, storage, incoming/outgoing data volume, time period)
· Correlation Information
2. Partner Operator’s Charging Engine processes charging request (rating and charging is done based on provided information in the charging request) and sends response back to the Operator Platform. The result of the charging is stored with in the Partner OP as CDRs used for settlement and reconciliation.
3. Partner Operator Platform invokes API to exchange the actual resource usage using E/WBI towards the Lead Operator Platform 
4. Lead Operator Platform sends charging request to the Lead Operator’s Charging Engine using SBI-CHF. This is based on the actual reservation received from the Partner OP. Charging request includes:
· Party Identifiers: Federation ID, Lead OP ID, Partner OP ID, App ID, App Provider ID, Pool ID
· API type + selected API payload (vCPUs, memory, storage, incoming/outgoing data volume, time period)
· Correlation Information
5. Lead Operator’s Charging Engine processes charging request (rating and charging is done based on provided information in the charging request) and sends response back to the Operator Platform. The result of the charging is stored with in the Lead OP as CDRs used for settlement and reconciliation.

The CDRs generated by the Lead and Partner Ops Charging Engine are input to settlement and reconciliation processes outside of charging and hence not in scope.
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High-level requirements
1. The E/WBI is universal, meaning that all Operators and Operator Platforms provide Edge Cloud to each other through the same E/WBI. 
Security Requirements
Based on the attack surface analysis provided in Annex E, the following security requirements shall be considered.
OP instances can belong to different operators/players, so special requirements shall be considered for managing the relations and the resources/information sharing.
1. The E/WBI shall maintain the topology hiding policy between operators/players.
Resources shall be published as “edge resources” entities, referred to a specific Availability Zone served by one or more edge servers/nodes.
Specific edge node information shall not be shared.
An OP shall only expose the resources previously agreed with each specific federated instance.
An OP shall be able to identify the UCs among OP instances.
An OP shall be able to identify the Application Providers among OP instances.
An OP shall be able to identify the applications among OP instances.
An OP shall be able to act as a proxy for any interaction between operators’ networks, hiding any detail on the network architecture of the federated networks.
The E/WBI shall provide an authentication mechanism to enable access only to authenticated and authorized entities. Therefore, mutual authentication shall be provided between the instances of the OP.
The E/WBI shall provide an authorization mechanism to grant access only to the necessary authorised services and data. 
The E/WBI shall provide a security mechanism to safeguard the confidentiality, integrity and authenticity of the exchanged data 
The E/WBI shall provide security mechanisms to counteract attacks aimed to prevent the availability of the interface, such as Denial of Service (DoS) attacks 
The E/WBI shall support the adoption of strong security algorithms that guarantee forward secrecy and prevent intervening attacks such as replay, relay, and man-in-the-middle attacks.
The extended trust model of 3GPP TS 33.310 [24], calling for direct cross-certification of entities across different trust domains, should be followed across E/WBI.
The E/WBI should provide security mechanisms to protect accounting and guarantee safe logging (e.g., integrity, non-repudiation, etc.)
[bookmark: _Ref66813023]Application Management 
The federation interface needs to replicate the behaviour and functions available on the NBI to transmit the workload, requirements, mobility decisions and policies across all the operators’ instances required to deploy the application.
1. The E/WBI shall allow forwarding the instantiation requests to any federated OP whose footprint has to be covered.
The E/WBI shall support instantiation requests for applications depending on Containers and VMs that comply with the format criteria specified in sections 3.6 and 3.7, respectively.
An OP receiving an instantiation request through its E/WBI shall get in charge of the management of the application:
An OP receiving an instantiation request through its E/WBI shall apply its own policies and criteria for processing the request and managing the application.
An OP receiving an instantiation request through its E/WBI shall be responsible for the operator deployment criteria management.
An OP receiving an instantiation request through its E/WBI shall be responsible for the edge node selection based on the Application Provider criteria and its operator's criteria.
An OP receiving an instantiation request through its E/WBI shall be in charge of the application mobility management.
The E/WBI shall forward the application mobility notifications and procedures towards the Leading OP for management with the Application Provider.
The E/WBI shall forward the management procedures, information and statistics to be shared with the Leading OP of the Application Provider.
[bookmark: _Ref66813030]The E/WBI shall forward the network events for use by the Leading OP and the Application Provider subscribed to the Leading OP.
The E/WBI shall be employed for managing the service continuity on visited networks.
The E/WBI shall forward the network and analytics information to be shared with the Leading OP of the Application Provider.
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The OP shall provide a set of capabilities that will enable charging and billing for the usage of the Operator’s services and capabilities exposed to third party providers. Although these services and capabilities are quite heterogeneous and in constant evolution, they can be classified into a set of categories that share common characteristics from a charging perspective and that are described in Annex I of this document.

General Charging Interaction Requirements
The OP shall provide a set of capabilities that will enable the charging for the usage of the Operator’s services exposed to third party providers. This includes - but is not limited to - the following services exposed by the Operator:
Charging for Edge computing services.
Charging for Network Slice as a Service capabilities. 
Etc.
To enable this charging:
1. The OP shall be able to integrate with the CCS (Converged Charging System), that is deployed in the Operator’s network through the SBI-CHF interface. This integration will allow doing the rating and charging for the usage of the services and capabilities exposed by the OP.
Considering that there could be different CCS instances deployed in the Operator’s network (e.g. dedicated instances for a particular service/customer segment, geo-redundant deployment, etc.) the OP will be able to select the CCS instance that will be used to do the rating and charging of the service.
NOTE: 	The criteria used for this CCS instance selection (e.g. CCS discovery mechanism, OP local configuration, etc.) are for further study but as a general approach the OP will provide mechanisms to configure the target CCS instance depending on a combination of different parameters (e.g. type of service used, application provider identifier, etc.)
The OP shall support different charging integration models with the CCS. The Ccharging integration models to be supported will be the ones standardized by 3GPP and defined in 3GPP TS 32.240 [35]. As a reference, the following charging models shall be supported:
Event Based Charging:
This charging model is based on a request/response pattern, where the OP would trigger a charging request when an event occurs (e.g. an API invocation) including all the information relevant for rating and charging for the CCS.
The CCS would use the information provided in the charging request to do the rating and charging for that event and will send the response to the OP with the result of that charging request. 
Two potential approaches shall be consideredThe following charging model, defined by 3GPP, will be supported by the OP:
IEC (Immediate Event Charging): a charging request is sent before the service that is associated to the event is delivered (e.g. the OP receives an API invocation that needs to do several API calls through the SBI to deliver the service and a Charging request is sent before the OP makes those API calls through the SBI) 
PEC (Post Event Charging): a charging request is sent after the service is delivered. (e.g.. the OP receives an API call, makes several API calls through the SBI to deliver the service and a Charging request is sent after the OP makes these API calls through the SBI)

	NOTE: 	Although 3GPP also defines IEC (Immediate Event Charging) charging model, where a charging request Is sent before the service that is associated to the event is delivered, the support for this charging model in the OP is not mandatory and is left for further analysis as it has dependencies on the evolution of 3GPP standards in the context of 5G SA charging. 
Session Based Charging: 
NOTE: 	the usage of this charging model in the context of the OP requirements is for further study. The description of this charging model will be expanded in next releases of this document).
The charging model to be used by the OP in the integration with the CCS will depend on the particular service to be charged.
The OP will provide mechanisms that will allow doing the charging for the services in the case of unavailability of the connection with a CCS through the SBI-CHF interface. These mechanisms are for further study but as a reference the following approaches could be used:
Usage of a primary/secondary/pool of CCS instances as the result of the CCS instance selection procedure, so that in case the primary instance is not available a secondary one could be used.
Ability to log/store charging requests when no CCS instances are available so that this information could be used to do the rating and charging when communication is re-established.
The OP resource manager and OP federation broker, as roles in charge of resources management, shall expose the charging information, parameters and events related to the services usage.
In the case of edge computing services: 
1. The OP shall log all the service resource consumption events and data involved in any transaction required for the operator to do the rating and charging and bill for the service.
The OP shall expose consumptions and event data required for charging purposes through an interface (SBI-CHF) to the CCS that is deployed in the Operator’s network based on the agreed data collection interval. Charging models defined by 3GPP in 3GPP TS 32.257 [39] will be supported for this purpose.
The OP shall maintain security and data/topology privacy requirements when reporting federated consumption.
The OP shall include consumption of Statistical Data and Analytical Information services for charging purposes.
In the case of Network Slice as a Service capabilities:
1. The OP shall collect the information about the operations invoked by third party providers through the Northbound Interface to manage the NSI (see additional details about the supported operations in section H.5 of this document).
This information will include all the relevant data that could be used by the operator to do the rating and charging and bill for the service.
NOTE:	The exact parameters used to do the rating and charging in the CCS are out of the scope of this document.
The OP shall be able to collect the information about a NSI performance (e.g. Network Slice instance load) using the analytics information provided by the Operator through the SBI-NR interface. This information – that would allow an SLA based charging – is for further study.
The OP shall be able expose the collected information through the SBI-CHF interface to an external converged charging system. 
The OP shall support the charging models defined in 3GPP TS 28.202 [37] to enable the charging for these services.
[bookmark: _Ref97049559]Services and capabilities exposure charging requirements
1. The OP will support rating and charging for the following service categories described in Annex I of this document:
a. Category 1: Network capabilities exposure services with no impact on the device’s data usage.
b. Category 2: Network capabilities exposure services with impact on the device’s data usage.
c. Category 3: Network provisioning services.
d. Category 4: Edge application management services.
2. The OP will support the following charging factors/events for triggering charging for the services included in Category 1:
a. Service activation charging.
b. Charging per service API invocation (and related notifications):
[bookmark: _Hlk135820522]The OP will be able to send a charging request to the Operator’s CCS through the SBI-CHF following PEC charging model defined by 3GPP. This charging request will be sent once the service is delivered upon confirmation from the Network.
As a reference, the integration between the OP and the Operator’s CCS for this charging factor is shown in section 4.9.1 of this document.
3. The OP will support the following charging factors/events for triggering charging for the services included in Category 2:
a. Service activation
b. Charging per service API invocation (and related notifications):
[bookmark: _Hlk135818688]Same requirements as in requirement 2.b (charging per service API invocation for category 1 services) of this section are applicable for this case.
c. Charging based on data traffic consumption in the Operator’s Network as a result of a previous service API invocation.
[bookmark: _Hlk135821022]The OP will be responsible for providing the Operator’s Network (through the SBI-NR) with the information that allows the correlation between a service API invocation and a data traffic flow from a device in the Operator’s Network.
NOTE: 	Charging dialogue will take place between the Operator’ Network and the Operator’s Charging engine following the regular procedure used in the Operator to do the data sessions charging (out of the scope of this document). The Operator’s Network will include the correlation information provided by the OP in the charging requests sent to the CCS to indicate the API Invocation’s impact on charging.
As a reference, the integration between the OP, the Operator’s Network and the Operator’s CCS for this charging factor is shown in section 4.9.2 of this document.
4. The OP will support the following charging factors/events for triggering charging for the services included in Category 3:
a. Service activation
b. Charging per service API invocation (and related notifications):
[bookmark: _Hlk135818715]The same requirements as in 3.b above (charging per service API invocation for category 2 services) are applicable for this case. 
c. Charging per service API invocation (service lifecycle modification charging):
The OP will be able to send a charging request to the Operator’s CCS through the SBI-CHF following PEC charging model defined by 3GPP after a Service lifecycle modification API request is received from the NBI and the service is delivered.
For the specific case of Network Slice Instance management services, the charging models defined in 3GPP TS 28.202 [37] will be supported.
Reference to diagram flow in section 4.9.1 of this document -differently named but following same integration pattern- is provided for clarifications. 
d. Charging based on data traffic consumption in the Operator’s Network as a result of a previous service API invocation:
The same requirements as in 3.c above (charging based on data traffic consumption for category 2 services) are applicable for this case. 
5. The OP will support the following charging factors/events for triggering charging for the services included in Category 4:
a. Service activation
b. Charging per service API invocation (application lifecycle management operations):
[bookmark: _Hlk135820770]The OP will be able to send a charging request to the Operator’s CCS through the SBI-CHF following PEC charging model defined by 3GPP after an Application lifecycle management API request is received from the NBI or from the EWBI (for the case of federated scenarios) and the service is delivered. 
As a reference, the integration between the OP and the Operator’s CCS for this charging factor is shown in sections 4.9.1 and 4.10.1 (for federated scenarios) of this document.
c. Charging per service API invocation (charging for edge enabling infrastructure resources usage based on subscribed capacity in API request):
The OP will be able to send a charging request to the Operator’s CCS through the SBI-CHF following PEC charging model defined by 3GPP after an API request is received from the NBI or from the EWBI (for the case of federated scenarios) requesting for capacity reservation in the Operator’s Cloud Resources and the API request is processed in the Operator’s CR. 
As a reference, the integration between the OP and the Operator’s CCS for this charging factor is shown in sections 4.9.1 and 4.10.1 (for federated scenarios) of this document.
d. Charging based on edge enabling infrastructure resources usage:
The OP will be able to send a charging request to the Operator’s CCS through the SBI-CHF including the information about the effective resources in the Operator’s CR over a period of time.
Charging models defined by 3GPP in 3GPP TS 32.257 [39] will be supported for this purpose.
The OP shall maintain security and data/topology privacy requirements when reporting federated consumption.
NOTE: 	The OP will periodically retrieve the actual resource usage information from the Operator’s CR based on the agreed data collection interval from the SBI-CR or from the EWBI in the case of federated scenarios. This information will be the one included in the charging request sent to the Operator’s CCS through the SBI-CHF. The definition of this mechanism is out of the scope of this section. 
Reference to diagram flow in section 4.9.3 and in section 4.10.2 (for federated scenarios) of this document is provided for clarifications.
e. Charging based on data traffic consumption in the Operator’s Network as a result of a previous service API invocation (in non-federated scenarios):
The OP will be responsible for providing the Operator’s Network (through the SBI-NR) with the information that allows to do the correlation between a service API invocation and a data traffic flow from a device in the Operator’s Network that is accessing an application.
Note: Charging dialogue will take place between the Operator’ Network and the Operator’s Charging engine following the regular procedure used in the Operator to do the data sessions charging (out of the scope of this document). The Operator’s Network will include the correlation information provided by the OP in the charging requests sent to the CCS.
Reference to diagram flow in section 4.9.2 of this document is provided for clarifications.
6. The OP will allow the configuration of charging factor/factors to be used for the services applicable to each on a per service basis. It will also be possible to configure different charging factor/factors per service depending on the scenario: federated / non-federated.
Charging information
6. 
1. As a general approach, The charging requests sent by the OP to the Operator’s Charging Engine through the SBI-CHF shall include any information usable by the Operator’s CCS to address the rating and charging of the services and enable the final billing process in the Operator. The OP creating or sharing charging data shall guarantee the integrity, availability, and non-repudiation of charging data.
8.  
9. Charging information to be provided by the OP in the charging requests shall include :
10. Tthe identification of the different parties that are involved in the transaction, from the Application Provider to the UC. These identifiers could be used for different purposes by the Operator’s CCS (e.g. to determine the chargeable parties, to have end-to-end traceability of the transaction, etc.).,
11. The OP will at least include the following identifiers in the charging requests sent to the Operator’s CCS through the SBI-CHF interface:
a) Party identifiers involved in the transaction: Application ID, Application Provider ID, Customer Device ID.
b) Operator Platform ID
c) Partner Operator ID (only applicable in the case of federated scenarios)
The OP will include a correlation identifier of the NBI service API invocation in the charging requests sent to the Operator’s CCS. This correlation identifier is generated by the Application Provider as a unique identifier for that particular transaction. This ID will allow end-to-end traceability and will assist in the correlation required to enable charging factors where data traffic charging in the Operator’s Network needs to be correlated with the service API invocation by the Operator’s CCS.
The OP will include s Specific information that will depend on the service to be charged category and the charging factor in use in the charging requests sent to the Operator’s CCS. The information to be OP shall collected and report in the charging requests the service specific charging information that is described in the next requirements.

NOTE: 	A summary table showing the list of potential charging factors per service category is shown in Annex I of this document.

For the services included in categories 1, 2, 3 and in case the charging factor is based on API invocations, the OP will be able to include the following information in the charging requests:
a. Mandatory information:
i. API type (identification of the service API that was invoked through the NBI: e.g. device location)
b. Optional information:
i. A subset of the parameters included in the service API invocation. The list of parameters to be included (if any) will be configurable per service.  
ii. A subset of parameters retrieved from the Network (e.g. device ID in the Operator’s Network) after the service is delivered. The list of parameters to be included (if any) will be configurable per service.

In the case of services included in category 3, this charging factor will be the one used to charge for the service lifecycle modification operations received. In this context, charging for the Network Slice management operations described in section H.5 of this document will follow a similar pattern as the one described in the previous requirement. For this case the charging models and charging information defined in 3GPP TS 28.202 [37] will be used.

The OP shall expose the most relevant parameters associated to the Network Slice Instance profile (e.g. Network Slice Type, Network Slice differentiator, Latency, Jitter, Reliability, coverage area, etc.) in the charging request as part of the optional information.
The concrete list of mandatory/optional parameters is for further specification but as a general approach any of the parameters included in the GST (Generic Network Slice Template) could be included by the OP based on configuration.
12. In the case of service categories 2 and 3, and if the charging factor is based on API invocations to enable simple time-based charging models (charging per unit of time the service is delivered where this time is not measured in the Operator’s Network), the OP will be able to include the time parameter in the charging requests to be used for charging purposes. 
The procedure used in OP to measure this service delivery time is out of the scope of this section.
13. In the case of service categories 2 and 3, and if the charging factor is based on data traffic consumption in the Operator’s Network, the OP will need to include the following information in the charging requests sent through the SBI-CHF:
a. Mandatory information:
i. API type (identification of the service API that was invoked through the NBI: e.g. QoS influence)
ii. Correlation information: this information will allow the CCS to correlate the charging requests associated to the devices data traffic consumption received from the Operator’s Network with the service API invocation (to distinguish this traffic from the regular data traffic navigation of a customer).
The OP will also be responsible for providing this correlation information to the Operator’s Network through the SBI-NR. The Operator should have in place the mechanisms to guarantee that this correlation information is provided to the CCS in the charging requests sent from the Operator’s Network. This mechanism is out of the scope of this document.
The list of parameters to be included (if any) will be configurable per service and is left for further specification.

b. Optional information:
i. A subset of the parameters included in the service API invocation. The list of parameters to be included (if any) will be configurable per service.  
ii. A subset of parameters retrieved from the Network (e.g. service flow id in the Operator’s Network) after the service is delivered. The list of parameters to be included (if any) will be configurable per service.

14. In the case of services in categories 3 and 4 and if the charging per service API invocation is used to enable lifecycle management API requests charging,  the OP will need to include the following information in the charging requests sent through the SBI-CHF:
a. Mandatory information:
i. API type and operation (identification of the service API that was invoked through the NBI: e.g. application instantiation)
b. Optional information:
ii. A subset of the parameters included in the service API invocation. The list of parameters to be included (if any) will be configurable per service.  
15. In the case of services in category 4  and if the charging factor is for edge enabling infrastructure resources usage based on subscribed capacity in API request,  the OP will need to include the following information in the charging requests sent through the SBI-CHF:
a. Mandatory information:
i. API type and operation 
b. Optional information:
i. A subset of the parameters included in the service API invocation that include the detailed information about the resources to be reserved (independent from the effective usage):
1. Subscribed compute capacity:
a. vCPU
b. Memory
c. Network Resource Location
d. Availability zone 
2. Subscribed storage capacity:
a. Storage
b. Type
c. Network Resource Location
d. Availability zone
3. Subscribed Network capacity:
a. Input
b. Output
c. Label (internet traffic, intra-cluster, inter edge cloud traffic …)
4. Subscribed accelerators capacity:
a. Accelerator name (Example: GPU)
b. Type
c. Network Resource Location
d. Availability zone
ii. A reservation time period

16. In the case of services in category 4  and if the charging factor is for edge enabling infrastructure resources usage (information about effective consumption),  the OP will need to include the following information in the charging requests sent through the SBI-CHF:
a. Mandatory information:
i. API type and operation 
b. Optional information:
i. A subset of the parameters included in the service API invocation that include the detailed information about the resources to be reserved (independent from the effective usage):
1. Effective compute usage:
a. vCPU
b. Memory
c. Network Resource Location
d. Availability zone 
2. Effective storage usage:
a. Storage
b. Type
c. Network Resource Location
d. Availability zone
3. Effective Network usage:
a. Input
b. Output
c. Label (internet traffic, intra-cluster, inter edge cloud traffic …)
4. Effective accelerators usage:
a. Accelerator name (Example: GPU)
b. Type
c. Network Resource Location
d. Availability zone

ii. Covered usage time period





Edge computing services charging information:
Note:	in the context of this service, the following terms are used to capture consumption: 
Effective Usage: the effective usage of workloads. For example, Network I/O over a time period
Subscribed Capacity: The requested capacity of workload. For example, 2vCPU, 2 GB of memory. That capacity is subscribed independently from the Effective Usage.
1. The OP shall report the subscribed compute capacity
vCPU
Memory
Network Resource Location 
Availability zone
The OP shall report the effective compute usage
vCPU
Memory
Network Resource Location 
Availability zone
The OP shall report the subscribed storage capacity 
Storage
Type
Network Resource Location 
Availability zone
The OP shall report the effective storage usage
Storage
Type
Network Resource Location 
Availability zone
The OP shall report the subscribed Network capacity 
Input
Output
Label (Internet traffic, Intra-cluster traffic, Inter-Edge Cloud traffic, etc.)
The OP shall report the effective Network usage 
Input
Output
Label (Internet traffic, Intra-cluster traffic, Inter-Edge Cloud traffic, etc.)
The OP shall report the subscribed accelerators capacity
Accelerator name (Example: GPU)
Type
Network Resource Location 
Availability zone
The OP shall report the effective accelerators usage 
Accelerator name (Example: GPU)
Type
Network Resource Location 
Availability zone
The OP shall report the API Usage 
API Name (Example API: Verify Location)
Number of requests
Request type (Example: GET, POST, PUT, DELETE)
The OP shall identify the parties involved in each charging transaction: (Metadata)
(mandatory) OP ID
(mandatory) Application provider ID
(when available) Edge application name (including Application provider namespace). 
(when available) Edge application ID
(when available) Operator ID
(when available) Availability Zone
Note: 	It is for further study to include the subscriber's perspective next to the application providers'.
NaaS charging information:
The OP shall report the used Network Capabilities 
Capability Type
Capability Metrics (e.g. time used, number of calls/events)
Traffic Flows
Connectivity options requested and delivered (see section 5.1.1.2.2).
Note:	This requires further study and alignment with charging principles for exposing network capabilities to specify in detail metrics to be reported by the OP.
The OP shall report the used Network Analytics 
Type
Metrics (e.g. time used, number of calls/events, granularity)
SLA
NSaaS charging information:
The OP shall report the operation type invoked by the Application Provider to manage the Network Slice Instance lifecycle (creation/update/deletion)
The OP shall identify all the Network Slice Instance identifiers involved in the charging transaction.
The OP shall expose in the charging request the most relevant parameters associated to the Network Slice Instance profile (e.g. Network Slice Type, Network Slice differentiator, Latency, Jitter, Reliability, coverage area, etc.)
The concrete list of mandatory/optional parameters is FFS but as a general approach any of the parameters included in the GST could be included by the OP.
Note: 	Network Slice performance/SLA based charging requirements in the context of the Operator Platform are FFS.
Security Requirements	Comment by Elisabeth Andersson: From Mario: Covered in CR0001 security topic
Based on the attack surface analysis provided in Annex E, the following security requirements shall be considered:
1. The SBI-CHF shall provide an authentication mechanism to enable access only by authenticated and authorized entities. Therefore, mutual authentication shall be provided between the OP (Service Resource Manager Role) and the Charging Engine element.
19. The SBI-CHF shall support the use of authorization mechanisms by its endpoints that grant access to only the necessary services to which previous authorisation has been granted.
20. The SBI-CHF shall provide security mechanisms to safeguard the exchanged data's confidentiality, integrity, and authenticity. 
21. The SBI-CHF shall support the adoption of strong security algorithms that guarantee forward secrecy and prevent intervening attacks such as replay, relay, and man-in-the-middle attacks.
22. The OP shall maintain security and data/topology privacy requirements when reporting federated consumption.
Based on the attack surface analysis provided in Annex E, the following security requirements shall be considered:
1. The SBI-CHF shall provide an authentication mechanism to enable access only by authenticated and authorized entities. Therefore, mutual authentication shall be provided between the OP (Service Resource Manager Role) and the Charging Engine element.
1. 
The SBI-CHF shall provide an authorization mechanism to grant access to only the necessary services to which previous authorisation has been granted.
The SBI-CHF shall provide security mechanisms to safeguard the exchanged data's confidentiality, integrity, and authenticity. 
The SBI-CHF shall provide security mechanisms to counteract attacks aiming to prevent data availability, such as DoS attacks.
The SBI-CHF shall support the adoption of strong security algorithms that guarantee forward secrecy and prevent intervening attacks such as replay, relay, and man-in-the-middle attacks.
All OPs creating or sharing charging data shall guarantee the security, integrity, availability, and non-repudiation of charging data.
The OP shall provide security mechanisms to guarantee a robust subscriber ID assignment and tracing (e.g., to prevent guessable IDs).
Personally identifiable information (PII) of subscribers shall be protected while in transit or storage.
Role-based access control (RBAC) policies shall be in effect to regulate access to charging information.
The OP shall maintain security and data/topology privacy requirements when reporting federated consumption.
The OP shall provide secure tracing and logging of charging and billing data requests.
[bookmark: _Toc133916385]Southbound Interface to Edge Interconnection Network
[bookmark: _Toc54104673][bookmark: _Toc54267785][bookmark: _Toc133916386]User to Network Interface
[bookmark: _Toc133916387]Southbound Interface to OAM 
[bookmark: _Toc54104674][bookmark: _Toc54267786][bookmark: _Toc133916388]Functional Elements
[bookmark: _Toc54104675][bookmark: _Toc54267787][bookmark: _Ref73460724][bookmark: _Toc133916389]Capabilities Exposure Role
[bookmark: _Toc54104676][bookmark: _Toc54267788][bookmark: _Toc133916390]Resource Manager Role
[bookmark: _Toc54104677][bookmark: _Toc54267789][bookmark: _Toc133916391]Federation Manager Role
Federation and Platform Interconnection
Settlement
Federation interfaces shall expose management and settlement data. This data allows the charging systems of each operator to account for the services consumed.
1. An OP shall share usage statistics through the E/WBI for the services requested by the federated connection.
An OP shall provide any needed information that is useful for billing/settlement among operators, e.g.:
Type of resources used;
Quantity of resources employed on the service.
The number of application instances used.
The number of user sessions served.
Usage time of the resources.
Additional services employed, e.g. network location query.
Resources management via interconnection
One of the essential points to be solved through the federation interfaces is sharing the Resource Catalogue between instances.
1. An OP shall be able to share (publish) the Availability Zones available on its footprint/resources:
Zone covered;
Specific resources, e.g. GPU, any FaaS, etc.
An OP shall allow the operators/resource owners to select the resources to be shared via federation.
An OP shall be able to push an Availability Zones catalogue update based on:
Resources specification change, e.g. adding GPU support on a zone;
Resources are no longer available;
New resources/zone availability.
An OP shall allow operators to request the provision of virtualised resources on a federated OP.
An OP shall be able to share the exposed network capabilities.
[bookmark: _Toc54104678][bookmark: _Toc54267790][bookmark: _Ref73460741][bookmark: _Toc133916392]User Client
[bookmark: _Ref73431879][bookmark: _Toc133916393]External fora conclusions and collaboration model

Annex A [bookmark: _Toc54104679][bookmark: _Toc54267791][bookmark: _Toc133916394]Mapping of Requirements to External Fora
Annex B [bookmark: _Ref73462055][bookmark: _Toc133916395]Use Cases
Annex C [bookmark: _Toc133916396]Deployment Scenario 
Annex D [bookmark: _Toc133916397]OP Marketplace
Annex E [bookmark: _Ref73447275][bookmark: _Toc133916398]Analysis of Operator Platform Security
Annex F [bookmark: _Toc133916399]5G Core Network Application Session Continuity Enabler Services 
Annex G [bookmark: _Toc133916400]Client-side mechanisms to control QoS
Annex H [bookmark: _Ref126163693][bookmark: _Toc133916401]Network Slice as a Service
H.1 [bookmark: _Ref125715533][bookmark: _Toc133916402]Network slice lifecycle management
H.2 [bookmark: _Toc133916403]Roaming
H.3 [bookmark: _Toc133916404]Federation
H.4 [bookmark: _Toc133916405]Security
H.5 [bookmark: _Ref126318694][bookmark: _Toc133916406]Charging
3GPP has produced a set of technical specifications that define the architecture and protocols that enable Network Slice charging using the Operator’s Converged Charging System (CCS). In the context of this Annex, the most relevant ones are:
TS 28.202 “Charging management; Network Slice management Charging in the 5G System (5GS);Stage 2” [37]
TS 28.201 “Charging management; Network slice performance and analytics charging in the 5G System (5GS); Stage 2” [36]
As explained in section H.1 of this Annex, 3GPP has defined the network slice lifecycle, which optionally can be managed by the CSC/Application Provider if supported by the MNO/CSP/OP. If this capability is allowed, 3GPP has defined in 3GPP TS 28.202 [37] the protocol that allows doing the rating and charging associated with the following operations related to the Network Slice lifecycle management:
Network Slice Instance creation.
Network Slice Instance modification.
Network Slice Instance termination
When a CSC/Application Provider invokes one of the lifecycle management operations included above, and the operation is successfully completed, the OP triggers a charging request to the Converged Charging System (using the SBI-CHF) to ask for the rating and charging associated with that particular operation.
It is important to note that to enable the rating and charging process, a provisioning in the Operator’s BSS and CCS may also be needed.
3GPP has defined different potential architectures for this charging integration, where the charging requests could be triggered:
Directly from the element managing the lifecycle management operation (embedded charging trigger function -CTF- in 3GPP terminology).
By the CEF (Charging Enablement Function), an element defined by 3GPP that gets the notifications about an operation’s completion and triggers the charging request to the CCS.
Note: 	The architecture to be used will be dependent on the capabilities available in the Operator and is for further study.
The Charging dialogue with the CCS is based on a Request/Response pattern where:
The charging requests will include all the information elements that could be relevant for the CCS to calculate the appropriate tariff and do the charging (the commercial model used in the Operator is out of the scope of this document). As a reference, the following elements should be included in the charging request:
CSC/Application Provider/Operator Platform identifiers that are invoking the operations
Operation type invoked (creation/update/termination)
Network Slice Instance identifiers
Set of parameters related to the service profile associated with that Network Slice instance (e.g. latency, resource sharing level, Jitter, reliability …)
The Charging request responses from the CCS will inform about the outcome of the charging operation.
As a result of this charging operation, the CCS will generate a CDR (Call Details Record) including all the details about the charging operation (parameters used in the charging request, price, balances after doing the charging, etc.). 
Note:	The potential use of this CDR is for further study.
Besides the charging scenarios associated with network slice management operations, 3GPP has also defined the following charging integration scenarios that are for further study [36], [37] :
Charging based on a device’s 5G data usage using a particular Network Slice Instance.  This charging scenario is enabled by the information provided by the 5G Packet core in the charging requests sent to the CCS that are associated with the device’s data usage.
Charging based on the performance of a particular Network Slice (based on the SLA commitment for a particular Network Slice Instance).
In this particular case, the charging integration is defined in 3GPP TS 28.201 [36] and - as in the case of network slice management charging scenarios - the charging dialogue is also based on a request/response pattern where charging requests will include information about the analytics for that Network Slice that are periodically collected by the Operator (in the NWDAF). Potential examples of these analytics are the Network Slice load, the device observed service experience, etc.
H.6 [bookmark: _Toc133916407]Provisioning for end user
Annex I [bookmark: _Toc327548013][bookmark: _Toc327548213][bookmark: _Ref329687100][bookmark: _Toc133916408]Document Management
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