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Heading 1

0. [bookmark: _Toc130993297][bookmark: _Toc140762695][bookmark: _Toc327548005][bookmark: _Toc327548205][bookmark: _Toc330993688]Network Slice Communication as a Service (NSaaSNCaaS) Enabling Requirements
An OP architecture shall allow an Operator to expose network slice resourcescommunication services. 
The OP architecture should be able to expose the existence of the network slicecommunication service(s) to the Application Provider.
Note:	In the NSaaS case, the Application Provider always knows of the existence of network slicescommunication service, in 5G this can be realized with slicing, in earlier network generations separation could be done using APNs applying QoS.
The OP architecture should be able to access network internal slice lifecycle management capabilities exposed by an Operator and expose include theseem in exposed communication services to the Application Provider.
Note: 	This capability is dependent on the agreement between the Operator and the Application Provider.
An OP should be able to expose KPIs to the Application Provider. Network performance attributes such as throughput, latency and reliability could be used to assure that the Application Provider’s requirements are met.
An OP shall allow an Application Provider to request authorisation for the end user to access the network slice communication service and its services.
The OP architecture shall allow the Application Provider to manage the end user’s profile data related to the network slice communication service and its services.
Note:	This applies to the end users managed by the given Application Provider.
An OP should enable network/slice resource management through allocation, telemetry, analytics, and quota enforcement to meet network slice/shared network resource SLA requirements. 
The OP should be able to expose an API to the Application Provider where they can request a communication service with a specified SLA. 
An OP should be able to request communication services in federated networks that support the requested SLA by the Application Provider
Target architecture
Introduction
[bookmark: _Ref51605070][bookmark: _Toc54104638][bookmark: _Toc54267750][bookmark: _Toc130993300][bookmark: _Toc140762698]Roles and Functional Definitions
0. [bookmark: _Toc54104640][bookmark: _Toc54267752][bookmark: _Ref96511366][bookmark: _Toc130993302][bookmark: _Toc140762700][bookmark: _Toc327548006][bookmark: _Toc327548206][bookmark: _Toc330993689]Capabilities Exposure Role
The Capabilities Exposure Role (CER) in an OP enables an Application Provider to operate applications. Operating an application includes discovering the capabilities of the OP, both in functionality (e.g., how an application may be onboarded or instantiated) and in range of functionality (e.g., where may an application be run, and what QoS attributes are possible). 
The Application Provider accesses the CER via the North Bound Interface (NBI). The Application Provider expects to use APIs implemented at the NBI to carry out required functions. 
Capabilities are provided in part by actions that the CER carries out on behalf of the Application Provider and by data models for application manifests and resource catalogues. Data models may be used by multiple roles in an OP and extend across multiple federated OPs.
The data models available via the NBI are a subset of the data models used elsewhere in the OP. Still, they must be kept representationally consistent with the other data models, both in structure and in interpretation of individual data elements in a data model.
The NBI is expected to enable the following non-inclusive list of scenarios:
Edge Cloud Infrastructure Endpoint Exposure: The Application Provider uses an authenticated and authorized endpoint to carry out scenarios involving application instances on edge clouds;
Application Onboarding: The Application Provider uses the NBI to provide application images and metadata to the OP Federation Broker/Manager Role;
Application Metadata/Manifest Submission: The Application Provider uses the NBI and the metadata model to submit application metadata to the OP and follows defined procedures to extend the metadata model specification;
Application CI/CD Management DevOps: The Application Provider integrates the CI/CD framework used to create an application with the OP via NBI APIs (which implies an integration between a CI/CD framework and Application Onboarding and Lifecycle Management);
Application Lifecycle Management: The Application Provider observes and changes the operational state of application instances, including the geographical/network extent of the OP on which application instances may run;
Application Resource Consumption Monitoring: The Application Provider observes resource consumption of application instances, using the resource data model;
Edge Cloud Resource Catalogue exposure: The Application Provider inventories edge cloud resources nominally available to application instances.
Network Capabilities exposure: The Application Provider inventories network capabilities, like Network Analytics, nominally available to application instances.
NCSaaS capabilities: The Application Provider observes and changes the operational state of a network slice communication service or the resources allocated to the network slicecommunication service.
0. [bookmark: _Toc130993332][bookmark: _Toc140762730][bookmark: _Toc437780036][bookmark: _Toc51656806][bookmark: _Toc74460304]NCSaaS Lifecycle Status
The Common Data Model of NSaaS NCaaS Lifecycle Status includes the network slicecommunication service identifier and a lifecycle state of the network slicecommunication service. An OP accesses the data through SBI-OAM interface or EWBI from its partners and exposes the data through NBI to the Application Provider.
	Data type
	Description
	Interface Applicability
	Optionality

	Network SliceCommunication Service ID
	Identifier of a network slicecommunication service
	EWBI, NBI, SBI-NR, SBI-OAM
	Mandatory

	Network SliceCommunication Service State
	Indicates the network slicecommunication service state
	EWBI, NBI, SBI-OAM
	Mandatory

	Requested Action
	Indicates the requested action for network slicecommunication service lifecycle change
	EWBI, NBI, SBI-OAM
	Optional

	Edge Application Profile
	Identifies the edge application that is associated with the network slicecommunication service. As defined in Table 18.
	EWBI, NBI 
	Optional

	Application Provider
	Identifies the Application Provider(s) who is the network slicecommunication service customer and can manage the network slicecommunication service. As defined in Table 17.
	EWBI, NBI, SBI-OAM
	Mandatory


Table 1 [bookmark: _Ref126168578]: Common Data Model – NSaaS Lifecycle Status
NCaaS EWBI lifecycle management
To be added



0. Change needed?
3.5.1.1. General Onboarding Workflow
Application Providers usually have information about their users and the resource requirements of their application. User information may include the number of users and the traffic they generate as a function of time and location, the QoS expectations of the users, and the compute and network resource requirements of the application to function correctly. This information is referred to as a workload profile. Application Providers may estimate workload profile parameters a priori or construct workload profiles from collected telemetry data. Application Providers provide workload profiles to Orchestration Services to automate the deployment of Application Instances. Application Providers may retrieve constructed workload profiles from the OP for offline use, such as in operational analytics.
The deployment of Edge Applications can be independent of network mobility or specific device attachment.
The NBI is the interface between the Application Providers and an OP.
To allow an Application Provider to “write once, deploy anywhere”, the NBI is a standard, universal interface. In other words, a developer does not need to rewrite their applications to work with another OP.
An OP may provide the edge cloud itself directly or offer it indirectly (that is, using an edge cloud service provided by another party, such as another OP or operator).
The capabilities offered through the NBI depend on what is provided (directly or indirectly) by the underlying edge cloud. For example, the geographical Regions where the edge cloud is provided, the “granularity” of the edge cloud and network service, the quality of service available, and the type of specialised compute.
An Application Provider shall not have visibility of the exact geographical locations of the individual Cloudlets and shall not be able to request deployment of its application on a specific Cloudlet. Instead, an OP shall offer to Application Providers the edge cloud service in Availability Zones. An OP chooses each Availability Zone's size and which and how many Cloudlets it would use to provide its edge cloud service in each Availability Zone.
The NBI shall provide a request-response mechanism through which the Application Provider can state a geographical point where a typical user would be and then be informed of the expected mean latency performance. As an option, an OP can publish a “heat map” showing expected mean latency performance at different locations; this is not part of the NBI, and the OP could post it on a webpage, for instance.
The NBI allows an Application Provider to reserve resources ahead of their usage or to get resources as their applications need them (“reservationless” or “auto-scaling”). An Application Provider can also request that its edge cloud resources are isolated from those used by other Application Providers. The NBI allows an Application Provider to delete their reservation. A reservation is intended to be relatively long-lasting (for example, not triggered by the activity of one Application Client).
These resources include CPU, memory and specialised compute (such as GPU). Since the types of resources are evolving, the NBI must be flexible enough to incorporate future resource types as they are defined. 
The NBI allows an OP to advertise the (relatively) static information about the types of resource that it offers (“flavours”) but does not allow an OP to indicate the dynamic information about the current availability or usage of the resources. 
The NBI allows an OP to accept or reject the request but not to negotiate. 
The NBI allows an Application Provider to upload its application image to the OP. In addition, the NBI enables an Application Provider to delete its application image. 
The NBI allows an Application Provider to request that their application is instantiated. The NBI enables an Application Provider to request that instances of their application are Created, Read, Updated and Deleted (CRUD).
The NBI allows an Application Provider to specify that their Edge Applications are restricted to a particular geographical area, corresponding to data privacy (GDPR) restrictions. 
The NBI allows an Application Provider to specify whether their edge application requires service availability on visited networks (that is, when a UE roams away from its home network operator) and on which visited networks the service should be available. 
The NBI allows an Application Provider to specify whether service availability should be provided to non-roaming subscribers (that is, to UEs in their home network).
The NBI allows the OP to report telemetry information about the performance of the edge cloud service to an Application Provider. Because different Application Providers require (and different OPs offer) different degrees of performance information (how fine-grained and how often), the NBI shall provide a request-response mechanism to allow an Application Provider to request a particular granularity of the telemetry. Similarly, the NBI shall provide an Application Provider with information about faults that (may) affect its edge cloud service.
Backend services deployment can be based on several different strategies to enable mobility of Edge Applications, including:
Static, whereby the Application Provider chooses the specific Region or Availability Zones and the particular services for each location.
Dynamic, whereby the Application Provider submits criteria to an orchestration service and the orchestration service makes best-effort decisions about Edge Application placement on behalf of the Application Provider. One implementation of this would have Application Providers choose a Region in which they yield control to a system operator’s or cloud operator’s orchestration system. This orchestration system would determine the optimum placement of an Application Instance based on the amount of requested edge compute resources, the number of users and any specialised resource policies. This model assumes the OP is aware of resource needs per Application Instance.
The process of Application Instance creation should be based on the following suggested workflow for deployment:
Resource reservation (or pre-reserved resources association to the new Application Instance) and isolation (optional), a tenancy model which allows auto-scaling and deploying microservices as a set of containers or Virtual Machines (VMs); 
Create the application manifest, specifying the workload information for the Edge Application to Orchestration Services;
Create the Application Instance, including auto-scaling if required.
The other processes of lifecycle management of Edge Applications should follow a similar pattern.
For the service provider edge, there are two different views of resource management: orchestration and resource control:
Orchestration View: Operators and Application Providers interact to create a running Edge Application. The Application Provider specifies application requirements, and the Operator uses them (with other information) to orchestrate an Edge Application. 
Resource Control View: The resource provider manages its Cloudlets in response to Orchestration actions. Resource management includes creating collections of resources as Flavours specified by the Application Provider and used by the Orchestrator.
The deletion of Edge Applications should be as follows:
Stop the Application Instance;
Release the related resources including network, computing and storage;
Delete the application in the orchestrator and remove the reserved resource.
The NBI shall provide a set of functionalities for Application Providers, including access to Edge Cloud and image management. In addition, application lifecycle management and operations are also functionalities to be provided through this interface.
The NBI shall allow Application Providers to access network capabilities available in a specific Operator network. 
The NBI shall allow requesting those network capabilities either as part of the Application Manifest or dynamically. 
The NBI of the Leading OP shall expose the network capabilities of the federated Partner networks.
For a UE to select the appropriate network slice, it is essential to provide the UE with the correct network details. The NBI shall allow the Application Provider to modify end user’s profile information (e.g. S-NSSAI, DNN).



Heading 3
High-level requirements
All Operators and Operator Platforms shall offer the Edge Cloud, Network service, NSaaS NCaaS lifecycle management and network slice communication service provisioning for an end user through the same NBI. 





Network SliceCommunication Service lifecycle and end user profile
An OP shall be able to support the following requirements:
An OP shall allow an Application Provider to observe and change the operational state of the Network Slice Instance (NSI)Communication Service.  
An OP shall allow an Application Provider to request a NSI Communication Service lifecycle status change.
An OP shall support the notification for the NSI Communication Service lifecycle status change. 
An Application Provider should be able to assign and switch a network slice for the end user to access the application.
Note: 	For this action, the Application Provider is expected to know related information such as DNN, S-NSSAICommunication Service ID.
An OP shall notify the Application Provider if end user’s profile data changes.
An OP shall enable the Application Provider to request an end user’s profile information.

East-Westbound Interface
High-level requirements
The E/WBI is universal, meaning that all Operators and Operator Platforms provide Edge Cloud to each other through the same E/WBI. 
An OP shall be able to identify the UCs among OP instances.
An OP shall be able to identify the Application Providers among OP instances.
An OP shall be able to identify the applications among OP instances.
An OP shall be able to indentify Communication Services among OP instances.
An OP shall be able to map subscribers to Communication Services among OP instances.





Services and capabilities exposure charging requirements
An OP shall support rating and charging for the following service categories described in Annex I of this document:
Category 1: Network capabilities exposure services with no impact on the device’s data usage.
Category 2: Network capabilities exposure services with impact on the device’s data usage.
Category 3: Network provisioning services.
Category 4: Edge application management services.
[bookmark: _Ref137832040]An OP shall support the following charging factors/events for triggering charging for the services included in Category 1:
Service activation charging.
[bookmark: _Ref137832051]Charging per service API invocation (and related notifications):
An OP shall be able to send a charging request to the Operator’s CCS through the SBI-CHF following the PEC charging model defined by 3GPP. This charging request will be sent once the service is delivered upon confirmation from the Network.
Note: 	As a reference, the integration between an OP and the Operator’s CCS for this charging factor is shown in section 4.9.1 of this document.
An OP shall support the following charging factors/events for triggering charging for the services included in Category 2:
Service activation
[bookmark: _Ref137832078]Charging per service API invocation (and related notifications):
The same requirements as in requirement 2.b) (charging per service API invocation for category 1 services) of this section are applicable for this case.
[bookmark: _Ref137832097]Charging based on data traffic consumption in the Operator’s Network as a result of a previous service API invocation.
An OP shall be responsible for providing the Operator’s Network (through the SBI-NR) with the information that allows the correlation between a service API invocation and a data traffic flow from a device in the Operator’s Network.
Note: 	A charging dialogue will take place between the Operator’ Network and the Operator’s Charging engine following the regular procedure used in the Operator to do the data sessions charging (out of the scope of this document). The Operator’s Network will include the correlation information provided by the OP in the charging requests sent to the CCS to indicate the API Invocation’s impact on charging.
Note: 	As a reference, the integration between an OP, the Operator’s Network and the Operator’s CCS for this charging factor is shown in section 4.9.2 of this document.
An OP shall support the following charging factors/events for triggering charging for the services included in Category 3:
Service activation
Charging per service API invocation (and related notifications):
The same requirements as in 3.b) above (charging per service API invocation for category 2 services) are applicable for this case. 
Charging per service API invocation (service lifecycle modification charging):
An OP shall be able to send a charging request to the Operator’s CCS through the SBI-CHF following PEC charging model defined by 3GPP after a Service lifecycle modification API request is received from the NBI and the service is delivered.
For the specific case of Network Slice Communication ServiceInstance management services, the charging models defined in 3GPP TS 28.202 [37] will be supported.	Comment by Bart van Kaathoven: Is this still valid?
Charging based on data traffic consumption in the Operator’s Network as a result of a previous service API invocation:
The same requirements as in 3.c) above (charging based on data traffic consumption for category 2 services) are applicable for this case. 
An OP shall support the following charging factors/events for triggering charging for the services included in Category 4:
Service activation
Charging per service API invocation (application lifecycle management operations):
An OP shall be able to send a charging request to the Operator’s CCS through the SBI-CHF following PEC charging model defined by 3GPP after an Application lifecycle management API request is received from the NBI or from the EWBI (for the case of federated scenarios) and the service is delivered. 
Note: 	As a reference, the integration between an OP and the Operator’s CCS for this charging factor is shown in sections 4.9.1 and 4.10.1 (for federated scenarios) of this document.
Charging per service API invocation (charging for edge enabling infrastructure resources usage based on subscribed capacity in API request):
An OP shall be able to send a charging request to the Operator’s CCS through the SBI-CHF following PEC charging model defined by 3GPP after an API request is received from the NBI or from the EWBI (for the case of federated scenarios) requesting for capacity reservation in the Operator’s Cloud Resources and the API request is processed. 
Note: 	As a reference, the integration between an OP and the Operator’s CCS for this charging factor is shown in sections 4.9.1 and 4.10.1 (for federated scenarios) of this document.
Charging based on edge enabling infrastructure resources usage:
An OP shall be able to send a charging request to the Operator’s CCS through the SBI-CHF including the information about the effective resources’ usage in the Operator’s CR over a period of time.
Charging models defined by 3GPP in 3GPP TS 32.257 [39] will be supported for this purpose.
Note: 	An OP will periodically retrieve the actual resource usage information from the Operator’s CR based on the agreed data collection interval from the SBI-CR or from the EWBI in the case of federated scenarios. This information will be the one included in the charging request sent to the Operator’s CCS through the SBI-CHF. The definition of this mechanism is out of the scope of this section. 
Reference to diagram flow in section 4.9.3 and in section 4.10.2 (for federated scenarios) of this document is provided for clarifications.
Charging based on data traffic consumption in the Operator’s Network as a result of a previous service API invocation (in non-federated scenarios):
The OP shall be responsible for providing the Operator’s Network (through the SBI-NR) with the information that allows to do the correlation between a service API invocation and a data traffic flow from a device in the Operator’s Network that is accessing an application.
Note: 	A charging dialogue will take place between the Operator’ Network and the Operator’s Charging engine following the regular procedure used in the Operator to do the data sessions charging (out of the scope of this document). The Operator’s Network will include the correlation information provided by the OP in the charging requests sent to the CCS.
Reference to diagram flow in section 4.9.2 of this document is provided for clarifications.
An OP shall allow the configuration of charging factor/factors to be used for the services applicable to each category on a per service basis. It will also be possible to configure different charging factor/factors per service depending on the scenario: federated / non-federated.
In the case of federated scenarios, this configurability is applicable both to the Leading and Partner Ops.
Note: 		It is an Operator’s decision to decide which charging factors - from the ones that are applicable to a category – will be configured/used to do the charging and billing for the usage of a service/capability.
	This decision will be dependent on the commercial model chosen by the Operator for the commercialization of that service (and out of the scope of this document).
	The configuration in the OP will need to be aligned with this decision.
An OP shall maintain security and data/topology privacy requirements when reporting consumptions to the Operator’s Charging Engine (both in federated and non-federated scenarios.
In case that - for technical reasons - an OP needs to report information disclosing privacy sensitive data/topology to the Operator’s Charging Engine (e.g., to allow correlation in scenarios where data traffic consumption in the Operator’s Network needs to be correlated with a service API invocation) the responsibility to guarantee these security/privacy requirements will be on the Operator’s Charging engine side.
Note:	the specific information to be provided for correlation and the mechanisms used in the Operator’s Charging Engine are for further study.
[bookmark: _Ref97049559]Charging information
The charging requests sent by an OP to the Operator’s Charging Engine through the SBI-CHF shall include any information usable by the Operator’s CCS to address the rating and charging of the services and enable the final billing process in the Operator. An OP creating or sharing charging data shall guarantee the security, integrity, availability, and non-repudiation of charging data.
Charging information to be provided by an OP in the charging requests shall include the identification of the different parties that are involved in the transaction, from the Application Provider to the UC. These identifiers could be used for different purposes by the Operator’s CCS (e.g., to determine the chargeable parties, to have end-to-end traceability of the transaction, etc.). 
An OP shall at least include the following identifiers in the charging requests sent to the Operator’s CCS through the SBI-CHF interface:
Party identifiers involved in the transaction: Application ID, Application Provider ID, Customer Device ID.
Operator Platform ID
Partner Operator Platform ID (only applicable in the case of federated scenarios)
An OP shall include a correlation identifier of the NBI service API invocation in the charging requests sent to the Operator’s CCS. This correlation identifier is a unique identifier for that particular transaction. This ID will allow end-to-end traceability and will assist in the correlation required to enable charging factors where data traffic charging in the Operator’s Network needs to be correlated with the service API invocation by the Operator’s CCS.
Note: 		The mechanism used to generate this correlation identifier is out of the scope of this section and for further study.
An OP shall include specific information that will depend on the service category and the charging factor in use in the charging requests sent to the Operator’s CCS.	
Note: 		The information to be collected is described in the next requirements. 
		A summary table showing the list of potential charging factors per service category is shown in Annex I of this document.
For the services included in categories 1, 2, 3 and in case the charging factor chosen by the Operator is the one based on API invocations or on service lifecycle modification operations received, the OP shall be able to include the following information in the charging requests:
Mandatory information:
API type (identification of the service API that was invoked through the NBI e.g., device location)
Optional information:
A subset of the parameters included in the service API invocation. The list of parameters to be included (if any) will be configurable per service.  
A subset of parameters retrieved from the Network (e.g., device ID in the Operator’s Network) after the service is delivered. The list of parameters to be included (if any) will be configurable per service.
API result code
In the specific case of charging for the Network Slice management operations described in section H.5 of this document the charging models and charging information defined in 3GPP TS 28.202 [37] will be used.	Comment by Bart van Kaathoven: To be addressed
An OP shall expose the most relevant parameters associated to the Network Slice Instance profile (e.g., Network Slice Type, Network Slice differentiator, Latency, Jitter, Reliability, coverage area, etc.) in the charging request as part of the optional information.
The concrete list of mandatory/optional parameters is for further specification but as a general approach any of the parameters included in the GST (Generic Network Slice Template) could be included by an OP based on configuration.
In the case of service categories 2 and 3, and if the charging factor chosen by the Operator is based on API invocations to enable simple time-based charging models (charging per unit of time the service is delivered where this time is not measured in the Operator’s Network), the OP shall be able to include the time parameter in the charging requests to be used for charging purposes. 
The procedure used in OP to measure this service delivery time is out of the scope of this section.
In the case of service categories 2 and 3, and if the charging factor chosen by the Operator is based on data traffic consumption in the Operator’s Network, the OP shall include the following information in the charging requests sent through the SBI-CHF:
Mandatory information:
API type (identification of the service API that was invoked through the NBI e.g., QoS influence)
Correlation information: this information will allow the CCS to correlate the charging requests associated to the devices data traffic consumption received from the Operator’s Network with the service API invocation (to distinguish this traffic from the regular data traffic navigation of a customer).
The OP will also be responsible for providing this correlation information to the Operator’s Network through the SBI-NR. The Operator should have in place the mechanisms to guarantee that this correlation information is provided to the CCS in the charging requests sent from the Operator’s Network. This mechanism is out of the scope of this document.
The list of parameters to be included (if any) will be configurable per service and is left for further specification.
Optional information:
A subset of the parameters included in the service API invocation. The list of parameters to be included (if any) will be configurable per service.  
A subset of parameters retrieved from the Network (e.g., service flow id in the Operator’s Network) after the service is delivered. The list of parameters to be included (if any) will be configurable per service.
In the case of services in categories 3 and 4 and if the charging per service API invocation is chosen by the Operator to enable lifecycle management API requests charging, the OP shall include the following information in the charging requests sent through the SBI-CHF:
Mandatory information:
API type and operation (identification of the service API that was invoked through the NBI: e.g., application instantiation)
Optional information:
A subset of the parameters included in the service API invocation. The list of parameters to be included (if any) will be configurable per service.  
API result code
In the case of services in category 4 and if the charging factor chosen by the Operator is for edge enabling infrastructure resources usage based on subscribed capacity in API request, the OP shall include the following information in the charging requests sent through the SBI-CHF:
Mandatory information:
API type and operation 
Optional information:
A subset of the parameters included in the service API invocation that include the detailed information about the resources to be reserved (independent from the effective usage):
1) Subscribed compute capacity:
a. vCPU
b. Memory
c. Network Resource Location
d. Availability zone 
2) Subscribed storage capacity:
a. Storage
b. Type
c. Network Resource Location
d. Availability zone
3) Subscribed Network capacity:
a. Input
b. Output
c. Label (internet traffic, intra-cluster, inter edge cloud traffic …)
4) Subscribed accelerators capacity:
a. Accelerator name (Example: GPU)
b. Type
c. Network Resource Location
d. Availability zone
A reservation time period
In the case of services in category 4 and if the charging factor chosen by the Operator is for edge enabling infrastructure resources usage (information about effective consumption), the OP shall include the following information in the charging requests sent through the SBI-CHF:
Mandatory information:
API type and operation 
Optional information:
A subset of the parameters included in the service API invocation that include the detailed information about the resources to be reserved (independent from the effective usage):
1) Effective compute usage:
a. vCPU
b. Memory
c. Network Resource Location
d. Availability zone 
2) Effective storage usage:
a. Storage
b. Type
c. Network Resource Location
d. Availability zone
3) Effective Network usage:
a. Input
b. Output
c. Label (internet traffic, intra-cluster, inter edge cloud traffic …)
4) Effective accelerators usage:
a. Accelerator name (Example: GPU)
b. Type
c. Network Resource Location
d. Availability zone
Covered usage time period.




General 
The integration with the operation and management APIs on the SBI-OAM allows an OP to expose them to the Application Provider. Depending on the service offerings and the deployment options, the Operator may impose limits on the management capabilities exposed on the SBI-OAM interface.
The OP integration to the operation and management systems should allow:
The OP to retrieve network slice lifecycle notification in a standardised way	Comment by Bart van Kaathoven: How do we handle other OAM parts? e.g. APNs or QoS addressed solutions.
The OP to manage network slice lifecycle status in a standardised and secure way.
An OP’s SBI-OAM shall be able to interact with the 5G / 4G management system via an API Gateway to access these management capabilities.
2. NSaaS NCaaS Lifecycle management
An OP’s SBI-OAM shall be able to interact with the Operator’s systems to manage the network. 
An OP’s SBI-OAM should be able to retrieve information on a NSI.	Comment by Bart van Kaathoven: 5G specific

An OP’s SBI-OAM shall be able to collect a network slice lifecycle status for the network slices associated with the communication services provided by OP.
An OP’s SBI-OAM should be able to modify the network slice lifecycle status.




2. Network sliceCommunication Service provisioning for an end user
An OP shall offer a centralised management plane for the Operator to manage end user’s profile data and to map it to the corresponding AP ID and (Edge) Application ID.
Note: 	S-NSSAI, DNN list and NSI are network slice related information associated with the end user managed by the OP in the case of a 5G network. .


Annex A [bookmark: _Toc327548010][bookmark: _Toc327548210][bookmark: _Ref329687081][bookmark: _Toc330993693]Annex Style






Annex B [bookmark: _Ref126163693][bookmark: _Toc130993443][bookmark: _Toc140762856]Network Slice Communication Service as a Service	Comment by Bart van Kaathoven: Annex to be done at later  stage when requirements are clear
A network slice is defined as a logical network that provides specific network capabilities and characteristics [10]. 3GPP has defined standardised network Slice /Service Types (SSTs) in Section 5.15.2.2 of 3GPP TS 23.501 [10]. 
GSMA has defined a Generic network Slice Template (GST) and several NEtwork Slice Types (NESTs) in GSMA PRD NG.116 [32]. GST contains a list of attributes that can be used to characterise a type of network slice/service. A NEST is a selection of GST attributes filled with values. A network slice can be tailored to provide a specific service. Figure 35 below shows GST and NEST in the context of the network slice lifecycle.
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Figure 1 [bookmark: _Ref125714051]: GST and NEST in context of the network slice lifecycle [33]
A network slice could span across multiple domains – access network (or RAN), core network and transport network. A variety of communication services can be supported by a network slice (see Figure 37 below). The communication services using a network slice may include 5G eMBB service, AR/VR service, V2X services and many others.  

In a Network Slice as a Service (NSaaS) offering, a Communication Service Provider (CSP) offers a network slice to its Communication Service Customer(s) (CSC) is in the form of a service [34]. NSaaS allows the CSC to use the network slice or optionally allows CSC to manage the network slice via exposed management capabilities.  From the OP point of view, the Application Provider acts as a CSC, while the Operator takes the role of CSP.
Depending on actual scenarios, the Operators and the Application Providers can play one or several roles simultaneously, as depicted in Figure 36.
Note:	The OP is assumed to be in the Operator’s domain.
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Figure 2 [bookmark: _Ref125714603]: OP and AP roles in NSaaS
The Application Provider knows of the existence of deployed network slices instance. Network slice characteristics and capabilities are tailored to satisfy the agreed service level requirements. Performance requirements of the network slice are based on characteristics of the network slice i.e. 
Radio access technology
Bandwidth
End to end latency
Reliability
QOS
Security, etc. 
Figure 37 below shows that there can be various combinations of how an NSI can be deployed in a network. How the NSIs are deployed will depend on the Operator’s decision and the service level requirements of each Application Provider. 
A Network Slice Instance (NSI) can share (or not at all) a certain level of infrastructure resources with other NSIs. Depending on the service level requirements to be delivered by the NSI, it is an operator decision how and where to allocate (and/or dedicate) resources for the network functions serving the NSI. 
An NSI can be shared by different Application Providers. In that case, all the Application Providers using the same NSI will experience the same service level requirements for their services. A single S-NSSAI will be used by all of them.
In both cases, the OP may be able to trigger various operations from commissioning to decommissioning, together with the other lifecycle operations in between (e.g., configuration, activation, modification, and deactivation). It is an operator decision how to land the service level requirements from an Application Provider to a concrete NSI, for example if it needs to deploy a dedicated NSI with a certain service level requirements or it can reuse an existing NSI because the service level requirements from the Application Provider can be delivered with an existing NSI.
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Figure 3 [bookmark: _Ref125714614]: A variety of services provided by multiple network slices [34]
A Network Slice Instance (NSI) is a set of Network Function (NFs) instances and the required resources (e.g. compute, storage and networking resources) which form a deployed network slice.
An S-NSSAI identifies a network slice/service [10] and comprises of:
Slice/Service type (SST), which refers to the expected network slice behaviour in terms of features and services;
Slice Differentiator (SD) which is optional information that complements the SST(s) to differentiate amongst multiple network slices of the same SST.
B.1 [bookmark: _Ref125715533][bookmark: _Toc130993444][bookmark: _Toc140762857]Network slice lifecycle management
A Network Slice, like any other network, has various cycles of its life. The Operator needs to understand the Application Provider’s requirements to fulfil them correctly (e.g. using a GST as described above). Once the requirements are well defined and captured in a NEST a new network slice can be created, or an existing slice will be updated.
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Figure 4 : Management aspects of network slicing [34]
3GPP has defined four phases of the network slice lifecycle in TS 28.530 Section 4.3 [34]:
Preparation: This phase includes network slice design, network slice capacity planning, on-boarding and evaluation of the network functions, list of communication services supported by the network slice, preparing the network environment and other necessary preparations required to be done before the creation of an NSI. In this phase, the NSI does not exist. 
The Operator will decide on what elements to use in each domain for a particular network slice. It could be possible that two different network slices share some elements (radio, transport, part of the core)  but also have other elements that are dedicated to this network slice to meet the requirements of that network slice (as shown in Figure 37).
Commissioning: In this phase, the NSI is created. During NSI creation, all needed resources are allocated and configured to satisfy the network slice requirements. 
Operation: This phase includes the activation, supervision, performance reporting (e.g. for KPI monitoring), resource capacity planning, modification, and de-activation of an NSI. 
Decommissioning: includes decommissioning of non-shared constituents if required and removing the NSI specific configuration from the shared constituents. After this phase the NSI, does not exist anymore.
Depending on the service offering, the Operator may impose limits on the NSaaS management capabilities exposed to the Application Provider. There may be various levels of the NSaaS management capabilities, from managing only specific characteristics (e.g. bandwidth, end-to-end latency, QCI) to managing the network slice lifecycle (e.g. activation, decommissioning). 
B.2 [bookmark: _Toc130993445][bookmark: _Toc140762858]Roaming
Note:	Roaming is for further study. 
B.3 [bookmark: _Toc130993446][bookmark: _Toc140762859]Federation
Note:	Federation is for further study.  
B.4 [bookmark: _Toc130993447][bookmark: _Toc140762860]Security
NSaaS provides on-demand requirements based on the needs of the Application Provider for specific network slices. The OP and the Application Provider use appropriate security control policies to be able to protect against unauthorised access and inappropriate use of the E2E network slice. Moreover, the capabilities for authentication of management service requests for allocating, deallocating, or modifying an NSI are expected to be supported by the OP or Application Provider either explicitly (directly) or implicitly(indirectly), as per 28.533 section 4.9 [38]. 
Authorised services allow a CSP to provide management capabilities and grant provisioning permission to the CSC. Once the CSC has provisioning permission, it will manage the network slice instance lifecycle (allocating, deallocating, or modifying an NSI) and its services. 
Authorised services can either be explicit or implicit. Explicit authorisation of a token is obtained from a CSP so that the CSC can interact with a CSP. A CSP can enforce access control and verify the access token. Implicit authorisation is when the CSP enforces access control based on local policies and synchronises the policies across a centralised authorisation service.
B.5 [bookmark: _Ref126318694][bookmark: _Toc130993448][bookmark: _Toc140762861]Charging
3GPP has produced a set of technical specifications that define the architecture and protocols that enable Network Slice charging using the Operator’s Converged Charging System (CCS). In the context of this Annex, the most relevant ones are:
TS 28.202 “Charging management; Network Slice management Charging in the 5G System (5GS);Stage 2” [37]
TS 28.201 “Charging management; Network slice performance and analytics charging in the 5G System (5GS); Stage 2” [36]
As explained in section H.1 of this Annex, 3GPP has defined the network slice lifecycle, which optionally can be managed by the CSC/Application Provider if supported by the MNO/CSP/OP. If this capability is allowed, 3GPP has defined in 3GPP TS 28.202 [37] the protocol that allows doing the rating and charging associated with the following operations related to the Network Slice lifecycle management:
Network Slice Instance creation.
Network Slice Instance modification.
Network Slice Instance termination
When a CSC/Application Provider invokes one of the lifecycle management operations included above, and the operation is successfully completed, the OP triggers a charging request to the Converged Charging System (using the SBI-CHF) to ask for the rating and charging associated with that particular operation.
It is important to note that to enable the rating and charging process, a provisioning in the Operator’s BSS and CCS may also be needed.
3GPP has defined different potential architectures for this charging integration, where the charging requests could be triggered:
Directly from the element managing the lifecycle management operation (embedded charging trigger function -CTF- in 3GPP terminology).
By the CEF (Charging Enablement Function), an element defined by 3GPP that gets the notifications about an operation’s completion and triggers the charging request to the CCS.
Note: 	The architecture to be used will be dependent on the capabilities available in the Operator and is for further study.
The Charging dialogue with the CCS is based on a Request/Response pattern where:
The charging requests will include all the information elements that could be relevant for the CCS to calculate the appropriate tariff and do the charging (the commercial model used in the Operator is out of the scope of this document). As a reference, the following elements should be included in the charging request:
CSC/Application Provider/Operator Platform identifiers that are invoking the operations
Operation type invoked (creation/update/termination)
Network Slice Instance identifiers
Set of parameters related to the service profile associated with that Network Slice instance (e.g. latency, resource sharing level, Jitter, reliability …)
The Charging request responses from the CCS will inform about the outcome of the charging operation.
As a result of this charging operation, the CCS will generate a CDR (Call Details Record) including all the details about the charging operation (parameters used in the charging request, price, balances after doing the charging, etc.). 
Note:	The potential use of this CDR is for further study.
Besides the charging scenarios associated with network slice management operations, 3GPP has also defined the following charging integration scenarios that are for further study [36], [37] :
Charging based on a device’s 5G data usage using a particular Network Slice Instance.  This charging scenario is enabled by the information provided by the 5G Packet core in the charging requests sent to the CCS that are associated with the device’s data usage.
Charging based on the performance of a particular Network Slice (based on the SLA commitment for a particular Network Slice Instance).
In this particular case, the charging integration is defined in 3GPP TS 28.201 [36] and - as in the case of network slice management charging scenarios - the charging dialogue is also based on a request/response pattern where charging requests will include information about the analytics for that Network Slice that are periodically collected by the Operator (in the NWDAF). Potential examples of these analytics are the Network Slice load, the device observed service experience, etc.
B.6 [bookmark: _Toc130993449][bookmark: _Toc140762862]Provisioning for end user
Note: 	It is for further study if the subscription will be managed by the OP directly or if the Application Provider needs to communicate with the Operator’s BSS directly.
To enable a UE to select the appropriate network slice, it is essential to provide the UE with the correct network details. This is done during the provisioning when the end user profile is updated with the service and network slice information. The end user profile includes but is not limited to S-NSSAI, DNN, URSP rules, and location information.
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