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Foreword

The explosion of information and communication technology has created unprecedented opportunities for children and
young people to communicate, connect, share, learn, access information and express their opinions on matters that affect
their lives and their communities. But wider and more easily available access to the Internet and mobile technology also
poses significant challenges to children’s safety — both online and offline.

To reduce the risks of the digital revolution while enabling more children and young people to reap its benefits, governments,
civil society, local communities, international organizations and the private sector must come together in common purpose.

The technology industry has a critical role to play in establishing the foundations for safer and more secure use of Internet-
based services and other technologies — for today's children and future generations. Businesses must put protecting children
at the heart of their work, paying special attention to protecting the privacy of young users’ personal data, preserving their
right to freedom of expression, and putting systems in place to address violations of children’s rights when they occur. Where
domestic laws have not yet caught up with international law, business has an opportunity — and the responsibility — to bring
their business practices in line with those standards.

These new Guidelines for Industry on Child Online Protection provide a framework for the increasingly broad range of
companies that develop, provide or make use of information and communication technologies in the delivery of their products
and services. Such companies are especially well positioned to drive innovative solutions, creating digital platforms that can
expand educational opportunities and enable children and young people both to engage in the civic life of their communities
to become truly global citizens.

Local and national initiatives are critical, and we look forward to collaborating on complementary guidelines for governments
that address the formulation, implementation, management and monitoring of Country Action Plans to strengthen child online
protection.

The Internet knows no boundaries, and our efforts to protect children must be ambitious and far-ranging. We are grateful
to our partners in the Child Online Protection (COP) Initiative and other organizations participating in the open consultation
process for their invaluable support in developing these guidelines. We look forward to working with our partners in every
sector to make child online protection a priority. And we hope these new Child Online Protection Guidelines will help create a
safer and more secure world for all.
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Dr Hamadoun I. Touré Mr. Anthony Lake
Secretary-General Executive Director
ITU UNICEF




GSMA Endorsement

The GSMA and its members are committed to the protection of young people online. On behalf of our operator members, the
GSMA has been a partner of the International Telecommunication Union's Child Online Protection initiative since its inception.

We are proud to have been able to channel the learnings of our members — especially from the GSMA's Mobile Alliance
Against Child Sexual Abuse Content — into the recommmendations that are contained in the ITU/UNICEF Guidelines for Industry
on Child Online Protection.

The Guidelines, very pragmatically, promote high-level principles that can be leveraged by a range of different organisations,
allowing implementation to be tailored to best protect young people online. Encouraging businesses to commit to a set of
principles around combating child sexual abuse content, educating young people about safe and responsible usage of ICTs,
and providing services that are age-appropriate will ensure that the Guidelines will remain relevant as the digital ecosystem
continues to rapidly evolve.

In collaboration with government, law enforcement, civil society and hotline organisations, mobile operators play a key role in
protecting children online. Launching self-regulatory initiatives, such as these new Guidelines, is vital to the ongoing efforts to

create a safe environment for children’s use of mobile services.

We look forward to working alongside UNICEF and ITU to promote the principles of the Guidelines for Industry.

o WM

Tom Phillips
Chief Regulatory Officer
GSMA

About the GSMA

The GSMA represents the interests of mobile operators worldwide. Spanning more than 220 countries, the GSMA unites
nearly 800 of the world’s mobile operators with 250 companies in the broader mobile ecosystem, including handset and
device makers, software companies, equipment providers and Internet companies, as well as organisations in industry

sectors such as financial services, healthcare, media, transport and utilities. The GSMA also produces industry-leading
events such as Mobile World Congress and Mobile Asia Expo.

For more information, please visit the GSMA corporate website at www.gsma.com.

Follow the GSMA on Twitter: @GSMA.
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1. Purpose

The Child Online Protection (COP) Initiative is a multi-stakeholder network launched
by the International Telecommunication Union (ITU) to promote awareness of child
safety in the online world and to develop practical tools to assist governments,
industry and educators.! As part of the initiative, in 2009, ITU published a set of COP
Guidelines for four groups: children; parents, guardians and educators; industry;
and policymakers. The Guidelines for Industry on Child Online Protection are aimed
at establishing the foundation for safer and more secure use of Internet-based
services and associated technologies for today’s children and future generations. In
response to substantial advances in technology and convergence, ITU, UNICEF and
the COP partners have developed and updated the Guidelines for the broad range
of companies that develop, provide or make use of telecommunications or related
activities in the delivery of their products and services.

The new Guidelines for Industry on Child Online Protection are the result of
consultations with members of the COP Initiative, as well as a wider open consultation
that invited members of civil society, business, academia, governments, media,
international organizations and young people to provide feedback on the Guidelines.

The Guidelines apply to the safety of children when using information and
communication technologies (ICTs). They provide advice on how industry can work
to help ensure children's safety when using the Internet or any of the associated
technologies or devices that can connect to it, including mobile phones and game
consoles. The purpose of this document is to:

+ Establish a common reference point and guidance to the ICT and online industries
and relevant stakeholders.

+ Provide gquidance to companies on identifying, preventing and mitigating any
adverse impacts of their products and services on children’s rights.

Provide guidance to companies on identifying ways in which they can promote
children’s rights and responsible digital citizenship among children.

Suggest common principles to form the basis of national or regional commitments
across all related industries, while recognizing that different types of businesses
will use diverse implementation models.

Section 4 offers general guidelines for industry on protecting children’s safety when
using information and communication technologies, along with recommendations
for promoting positive ICT use, including responsible digital citizenship among
children.

Section 5 offers sector-specific checklists that recommend actions to respect and
support children’s rights for the following sectors:

Mobile operators
+ Internet service providers
Content providers, online retailers and applications (app) developers
+ User-generated content, interactive and social media service providers
National and public service broadcasters
Hardware manufacturers, operating system developers and app stores.

This version includes only the mobile operators’ checklist. Please see the full version
of Guidelines for all sector specific checklists.

1. For more information, see, ITU ‘Child Online Protection’, www.itu.int/cop.



2. Background

During the past 25 years, new information and communication technologies have
profoundly changed the ways in which children interact with and participate in the
world around them. The proliferation of Internet access points, mobile technology
and the growing array of Internet-enabled devices — combined with the immense
resources to be found in cyberspace — provide unprecedented opportunities to learn,
share and communicate.

The benefits of ICT usage include broader access to information about social
services, educational resources and health information. As children and families use
the Internet and mobile phones to seek information and assistance, and to report
incidents of abuse, these technologies can help protect children from violence and
exploitation. Information and communication technologies are also used to gather
and transmit data by child protection service providers, facilitating, for example,
birth registration, case management, family tracing, data collection and mapping of
violence. Moreover, the Internet has increased access to information in all corners
of the globe, offering children and young people the ability to research almost any
subject of interest, access worldwide media, pursue vocational prospects and
harness ideas for the future.

ICT usage empowers children to assert their rights and express their opinions, and it
provides multiple ways to connect and communicate with their families and friends.
In addition, information and communication technologies serve as a major mode of
cultural exchange and a source of entertainment.

Despite the profound benefits of the Internet, children can also face a number of
risks when using ICTs. Children can be exposed to inappropriate content for their age
or to inappropriate contact, including from potential perpetrators of sexual abuse.
They can suffer reputational damage associated with publishing sensitive personal
information either online or through ‘sexting’, having failed to fully comprehend the
implications for themselves and others of their long-term ‘digital footprints'.

Children may be unaware of the short- and long-term consequences of engaging in
risky or inappropriate behaviours that create negative repercussions for others and
themselves. They also face risks related to online privacy in terms of data collection
and usage and the collection of location information.

The Convention on the Rights of the Child, which is the most widely ratified
international human rights treaty, sets out the civil, political, economic, social, and
cultural rights of children.? It establishes that all children have a right to education;
to leisure, play and culture; to obtain appropriate information; to freedom of thought
and expression; to privacy and to express their views on matters that affect them
in accordance with their evolving capacities. The Convention also protects children
from all forms of violence, exploitation and abuse and discrimination of any kind
and ensures that the child's best interest should be the primary consideration in any
matters affecting them. Parents, caregivers, teachers and people in the community,
includingcommunity leaders and arange of civil society actors, have the responsibility
to nurture and support children in their passage to adulthood. Governments have
the ultimate responsibility to ensure that parents, caregivers, teachers, community
leaders and civil society actors may fulfil this role. Private sector actors, including the
ICT industry, also have a key responsibility to fulfil children’s rights.

Building on the United Nations Guiding Principles on Business and Human Rights,® the
Children’s Rights and Business Principles call on businesses to meet their responsibility
to respect children's rights by avoiding any adverse impacts linked to their operations,

2. United Nations, Convention on the Rights of the Child, New York, 20 November 1989, www.ohchr.org/EN/Professionallnterest/
Pages/CRC.aspx. All but three countries — Somalia, South Sudan and the United States — have ratified the Convention on the
Rights of the Child.

3. For more information and to access the full United Nations Guiding Principles document, see www.business-humanrights.
org/UNGuidingPrinciplesPortal/Home.

© UNICEF/BANA2014-00354/Mawa
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products or services. The Principles also articulate the difference between respect —
the minimum required of business to avoid causing harm to children — and support, for
example, by taking voluntary actions that seek to advance the realization of children’s
rights.

When it comes to protecting children's rights online, businesses have to strike a
careful balance between children's right to protection and their right to access to
information and freedom of expression. Therefore companies must ensure that
measures to protect children online are targeted and are not unduly restrictive, either
for the child or other users. Moreover, there is growing consensus in relation to the
importance of industry proactively promoting digital citizenship among children and
developing products and platforms that facilitate children’s positive use of ICTs.

Traditional distinctions between different parts of the telecommunications and
mobile phone industries, and between Internet companies and broadcasters, are
fast breaking down or becoming irrelevant. Convergence is drawing these previously
disparate digital streams into a single current that is reaching billions of people
in all parts of the world. Cooperation and partnership are the keys to establishing
the foundations for safer and more secure use of the Internet and associated
technologies. Government, the private sector, policymakers, educators, civil society,
parents and caregivers each have a vital role in achieving this goal. Industry can act
in five key areas, as described in section 3.

3. Five key areas for protecting
and promoting children’s rights

This section outlines five key areas where companies can take actions to protect
children’s safety when using ICTs and promote their positive use of ICTs.

1. Integrating child rights considerations into all appropriate

corporate policies and management processes

Integrating child rights considerations requires that companies take adequate
measures to identify, prevent, mitigate and, where appropriate, remediate potential
and actual adverse impacts on children’s rights. The United Nations Guiding
Principles on Business and Human Rights call on all businesses to put in place
appropriate policies and processes to meet their responsibility to respect human
rights.

Businesses should pay special attention to children and youth as a vulnerable group
in regards to data protection and freedom of expression. The United Nations General
Assembly Resolution, “The right to privacy in the digital age” reaffirms the right to
privacy and freedom of expression without being subjected to unlawful interference.*®
Additionally, the Human Rights Council Resolution on “The promotion, protection and
enjoyment of human rights on the Internet’, recognizes the global and open nature
of the Internet as a driving force in accelerating progress towards development
and affirms the same rights people have offline must also be protected online.® In
States which lack adequate legal frameworks for the protection of children’s rights
to privacy and freedom of expression, companies should follow enhanced due
diligence to ensure policies and practices are in line with international law. As youth

4. United Nations General Assembly Resolution, “The right to privacy in the digital age’, A/RES/68/167, www.un.org/en/ga/
search/view_doc.asp?symbol=A/RES/68/167

5. United Nations Human Rights Council “Report of the Special Rapporteur on the promotion and protection of the right to
freedom of opinion and expression, Frank La Rue’, www2.ohchr.org/english/bodies/hrcouncil/docs/17session/AHRC.17.27_
en.pdf

6. United Nations Human Rights Council Resolution, “The promotion, protection and enjoyment of human rights on the Internet”,
A/HRC/20/L.13, http://daccess-dds-ny.un.org/doc/UNDOC/LTD/G12/147/10/PDF/G1214710.pdf?OpenElement



civic engagement continues to increase through online communications, companies
have a responsibility to respect children’s rights, even where domestic laws have not
yet caught up with international standards.

Additionally, companies should have in place an operational-level grievance
mechanism to provide a format for affected individuals to raise concerns of potential
violations. Operational level mechanisms should be accessible to girls and boys,
their families and those who represent their interests. Principle 31 of the Guiding
Principles on Business and Human Rights clarifies that such mechanisms should
be legitimate, accessible, predictable, equitable, transparent, rights-compatible, a
source of continuous learning, and based on engagement and dialogue. Together
with internal processes to address negative impacts, grievance mechanisms should
ensure companies have frameworks in place to ensure children have suitable
recourse when their rights have been threatened.

When companies take a compliance-based approach towards ICT safety that focuses
on meeting national legislation, following international guidance when national
legislation is not present, and the avoidance of adverse impacts on children’s rights,
companies proactively promote children's development and well-being through
voluntary actions that advance children’s rights to access information, freedom of
expression, participation, education and culture.

2. Developing standard processes to handle child sexual abuse

material

The Optional Protocol to the Convention on the Rights of the Child on the sale of
children, child prostitution and child pornography defines ‘child pornography’ as any
representation, by whatever means, of a child engaged in real or simulated explicit
sexual activities or any representation of the sexual parts of a child for primarily
sexual purposes.” Of all child sexual abuse material analysed by the Internet Watch
Foundation in 2013, 81 per cent of child victims appear to be 10 years of age or
younger, and 57 per cent of the images depicted sexual activity between adults
and children, including rape and torture.? These disturbing facts underscore the
importance of collaborative action among industry, government, law enforcement
and civil society to combat child sexual abuse material.

While many governments are tackling the dissemination and distribution of child
sexual abuse material by enacting legislation, pursuing and prosecuting abusers,
raising awareness, and supporting children to recover from abuse or exploitation, many
countries do not yet have adequate systems in place. Mechanisms are required in each
country to enable the general public to report abusive and exploitative content of this
nature. Industry, law enforcement, governments and civil society must work closely with
each other to ensure that adequate legal frameworks in accordance with international
standards are in place. Such frameworks should criminalize all forms of child sexual
abuse and exploitation, including through child abuse materials, and protect the children
who are victims of such abuse or exploitation, and ensure that reporting, investigative and
content removal processes work as efficiently as possible.®

Responsible companies are taking a number of steps to help prevent their networks
and services from being misused to disseminate child sexual abuse material. These
include placing language in terms and conditions or codes of conduct that explicitly
forbid such content,'® developing robust notice and takedown processes; and
working with and supporting national hotlines.

7. United Nations, Optional Protocol to the Convention on the Rights of the Child on the sale of children, child prostitution and
child pornography, article 2, New York, 25 May 2000, www.ohchr.org/EN/Professionallnterest/Pages/OPSCCRC.aspx.

8. Internet Watch Foundation, ‘Annual & Charity Report 2013', LINX, UK, https://www.iwf.org.uk/accountability/annual-
reports/2013-annual-report

9. Industry should provide links to national hotlines from their websites. In places where a hotline is not yet established, industry
could refer reporters to the International Association of Hotlines at www.inhope.org where any of the international hotlines can be
selected to make a report.

10. It should be noted that inappropriate user conduct is not limited to child sexual abuse material and that any type of
inappropriate behaviour or content should be handled accordingly by the company.
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Additionally, some companies deploy technical measures to prevent the misuse
of their services or networks for sharing known child sexual abuse material. For
example, some Internet service providers are also blocking access to URLs confirmed
by an appropriate authority as containing child sexual abuse material if the website
is hosted in a country where processes are not in place to ensure it will be rapidly
deleted. Others are deploying hashing technologies to automatically locate images
of child sexual abuse that are already known to law enforcement/hotlines.

3. Creating a safer and age-appropriate online environment

Very few things in life can be considered absolutely safe and risk free all of the time.
Evenin cities where the movement of traffic is highly regulated and closely controlled,
accidents still happen. By the same token, cyberspace is not without risks, especially
for children. Children can be thought of as receivers, participants and actors in their
online environment. The risks that they face can be categorized into three areas:"

Inappropriate content — Children may stumble upon questionable content while
searching for something else by clicking a presumably innocuous link in an instant
message, on a blog or when sharing files. Children may also seek out and share
questionable material. What is considered harmful content varies from country
to country, yet examples include content that promotes substance abuse, racial
hatred, risk-taking behaviour or suicide, anorexia or violence.

Inappropriate conduct — Children and adults may use the Internet to harass or
even exploit other people. Children may sometimes broadcast hurtful comments
or embarrassing images or may steal content or infringe on copyrights.

* Inappropriate contact — Both adults and young people can use the Internet to
seek out children or other young people who are vulnerable. Frequently, their goal
is to convince the target that they have developed a meaningful relationship, but
the underlying purpose is manipulative. They may seek to persuade the child to
perform sexual or other abusive acts online, using a webcam or other recording
device, or they will try to arrange an in-person meeting and physical contact. This
process Is often referred to as ‘grooming’.

Online safety is a community challenge and an opportunity for industry, government
and civil society to work together to establish safety principles and practices.
Industry can offer an array of technical approaches, tools and services for parents
and children. These can include offering tools to develop new age-verification
systems or to place restrictions on children's consumption of content and services,
or to restrict the people with whom children might have contact or the times at which
they may go online.

Some programmes allow parents to monitor the texts and other communications that
their children send and receive. If programmes of this type are to be used, it is important
this is discussed openly with the child, otherwise such conduct can be perceived as
'spying’ and may undermine trust within the family.

Acceptable use policies are one way that companies can establish what type of
behaviour by both adults and children is encouraged, what types of activities are
not acceptable, and the consequences of any breaches to these policies. Reporting
mechanisms should be made available to users who have concerns about content and
behaviour. Furthermore, reporting needs to be followed up appropriately, with timely
provision of information about the status of the report. Although companies can vary
their implementation of follow-up mechanisms on a case-by-case basis, it is essential
to set a clear time frame for responses, communicate the decision made regarding the
report, and offer a method for following up if the user is not satisfied with the response.

11. Livingstone, S., and L. Haddon, ‘EU Kids Online: Final report’, EU Kids Online, London School of Economics and Political
Science, London (EC Safer Internet Plus Programme Deliverable D6.5), June 2009, p. 10.



Online content and service providers can also describe the nature of content or
services they are providing and the intended target age range. These descriptions
should be aligned with pre-existing national and international standards, relevant
regulations, and advice on marketing and advertising to children made available
by the appropriate classification bodies. This process becomes more difficult,
however, with the growing range of interactive services that enable publication of
user-generated content, for example, via message boards, chat rooms and social
networking services. When companies specifically target children, and when
services are overwhelmingly aimed at younger audiences, the expectations in terms
of content and security will be much higher.

Companies are also encouraged to adopt the highest privacy standards when it
comes to collecting, processing and storing data from or about children as children
may lack the maturity to appreciate the wider social and personal consequences
of revealing or agreeing to share their personal information online, or to the use of
their personal information for commercial purposes. Services directed at or likely to
attract a main audience of children must consider the risks posed to them by access
to, or collection and use of, personal information (including location information),
and ensure those risks are properly addressed. In particular, companies should
ensure the language and style of any materials or communications used to promote
services, provide access to services, or by which personal information is accessed,
collected and used, aid understanding and assist users in managing their privacy in
clear and simple ways.

4. Educating children, parents and teachers about children’s

safety and their responsible use of ICTs

Technical measures can be an important part of ensuring that children are protected
from the potential risks they face online, but these are only one element of the
equation. Parental control tools and awareness raising and education are also key
components that will help empower and inform children of various age groups, as
well as parents, caregivers and educators. Although companies have an important
role in ensuring that children use ICTs in the most responsible and safest possible
way, this responsibility is shared with parents, schools, and children.

Many companies are investing in educational programmes designed to enable users
to make informed decisions about content and services. Companies are assisting
parents, caregivers and teachers in guiding children and adolescents towards
safer, more responsible and appropriate online and mobile phone experiences. This
includes signposting age-sensitive content and ensuring that information on items
such as content prices, subscription terms and how to cancel subscriptions, is
clearly communicated.

It is also important to provide information directly to children on safer ICT use
and positive and responsible behaviour. Beyond raising awareness about safety,
companies can facilitate positive experiences by developing content for children
about being respectful, kind and open-minded when using ICTs and keeping an
eye out for friends. They can provide information about actions to take if they
have negative experiences such as online bullying or grooming, making it easier to
report such incidents and providing a function to opt out of receiving anonymous
messages.

Parents sometimes have less understanding and knowledge of the Internet and
mobile devices than children. Moreover, the convergence of mobile devices and
Internet services makes parental oversight more difficult. Industry can work in
collaboration with government and educators to strengthen parents’ abilities to
support their children to behave as responsible digital citizens. The aim is not to

©) UNICEF/NYH%] -2000/LeMoyn &




transfer responsibility for children’s ICT use to parents alone, but to recognize that
parents are in a better position to decide what is appropriate for their children and
should be aware of all risks in order to better protect their children and empower
them to take action.

Information can be transmitted online and offline through multiple media channels,
takingintoconsiderationthat some parents donotuse Internet services. Collaborating
with school districts to provide curricula on online safety and responsible ICT use
for children and educational materials for parents is important. Examples include
explaining the types of services and options available for monitoring activities,
actions to take if a child is experiencing online bullying or grooming, how to avoid
spam and manage privacy settings, and how to talk with boys and girls of different
age groups about sensitive issues. Communication is a two-way process, and
many companies provide options for customers to contact them to report issues or
discuss concerns.

As content and services grow ever richer, all users will continue to benefit from advice and
reminders about the nature of a particular service and how to enjoy it safely.

5. Promoting digital technology as a mode for increasing civic

engagement

The Convention on the Rights of the Child, in article 13, states that “the child shall
have the right to freedom of expression; this right shall include freedom to seek,
receive and impart information and ideas of all kinds, regardless of frontiers, either
orally, in writing or in print, in the form of art, or through any other media of the child's
choice” Companies can fulfil their respect for children's civil and political rights by
ensuring that technology, legislation and policies developed to protect children from
online harm do not have the unintended consequences of supressing their right to
participation and expression or preventing them from accessing information that is
important to their well-being.

At the same time, businesses can also support children's rights by offering
mechanisms and tools to facilitate youth participation. They can emphasize the
Internet's capacity to facilitate positive engagement in broader civic life, drive social
progress, and influence the sustainability and resiliency of communities, for example,
by participating in social and environmental campaigns and holding those in charge
accountable. With the right tools and information, children and young people are
better placed to access opportunities for health care, education and employment,
and to voice their opinions and needs in schools, communities and countries. They
can access information about their rights and make demands for information,
whether in terms of the right to information on matters that affect them, such as
their sexual health, or political and government accountability.

Companies can also invest in the creation of online experiences that are appropriate
for children and families. They can support the development of technology and content
that encourage and enable children and young people to learn, innovate and create
solutions.

Companies can, in addition, proactively support children'’s rights by working to close
the digital divide. Children's participation requires digital literacy — the ability to
understand and participate in the digital world. Without this ability, citizens will not
be able to participate in many of the social functions that have become ‘digitized’,
including but not limited to filing taxes, supporting political candidates, signing online
petitions, registering a birth, or simply accessing commercial, health, educational or
cultural information. The gap between citizens who are able to access these forums
and those who cannot due to a lack of Internet access or digital literacy will continue
to widen — placing the latter groups at a significant disadvantage. Companies can
support multimedia initiatives to provide the digital skills that children need to be
confident, connected and actively involved citizens.



4. General guidelines for all
related industry

Table 1 outlines broad gquidelines for industry in identifying, preventing and
mitigating any adverse impacts of products and services on children rights —and for
promoting children’s positive use of information and communication technologies.
Note that not all the steps listed in table 1 will be appropriate across all companies;
the checklist in table 2 will highlight those steps that are most relevant for mobile
operators.

© UNICEF/BANA2014-00355/Mawa
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Table 1. General guidelines for
ALL RELATED INDUSTRY

1. Integrating
child rights
consider-
ations into
all appropri-
ate corporate
policies and
management
processes

2. Developing
standard
processes to
handle child
sexual abuse
material

3. Creating
a safer

and age-
appropriate
online
environment

Industry can identify, prevent and mitigate the adverse impacts of ICTs on children’s
rights, and identify opportunities to support the advancement of children’s rights by
taking the following actions:

Ensure that a specific individual and/or a team is designated with responsibility for this process and has access
to the necessar{ internal and external stakeholders. Provide this person/team with the authority to take the lead in
raising the profile of child online protection across the company.

Develop a child protection/safeguarding policy and/or integrate specific children’s rights risks and opportunities
into companywide policy commitments (e.g., human rights, privacy, marketing and relevant codes of conduct).

Integrate due diligence on child online protection issues into existing human rights or risk assessment frameworks
(e.g., at the corporate level, product or technology level, and/or at the country level) to determine whether the
business may be causing or contributing to adverse impacts through its own activities, or whether adverse impacts
may be directly linked to its operations, products or services or business relatlonshlps

Identify child rights impacts on different age groups as a result of company operations and the design, development
and introduction of products and services — as well as opportunities to support children’s rights.

Draw upon internal and external expertise and consult with key stakeholders, including children, on child online
safety mechanisms to obtain ongoing feedback and guidance on company approaches.

In States which lack adequate legal frameworks for the protection of children’s rights to privacy and freedom of
expression, compames should ensure policies and pract|ces are in line with international standards. (UN General
Assembly Resolution, “The right to privacy in the digital age”, A/RES/68/167)

Ensure access to remedy by putting in place operational-level grievance and reporting mechanisms for any child
rights violations (e.g., child sexual abuse material, inappropriate content or contact, breaches of privacy).

In collaboration with government, law enforcement, civil society and hotline
organizations, industry has a key role to play in combating child sexual abuse material
by taking the following actions:

Put in place internal procedures to ensure compliance under local and international laws on combating child sexual
abuse material. When national regulations do not provide sufficient protection, companies should seek to go above
and beyond the national regulations and use their leverage to lobby for legislative changes to enable industry to take
steps to combat child sexual abuse material.

Use customer terms and conditions and/or acceptable use policies to explicitly state the company's position on the
misuse of its services to store or share child sexual abuse material and the consequences of any abuse.

Develop notice and take down (NTD) and reporting processes that allow users to report child sexual abuse material
or inappropriate contact and the specific profile/location where it was discovered. Ensure a process is in place to
act on those reports, and agree on procedures to capture evidence and remove abusive content.

If acompany is operatm%m markets with less developed requlatory and law enforcement oversight of these issues,
it can refer reporters to the International Association of Hotlines at www.inhope.org/gns/home.aspx, where any of
the international hotlines can be selected to make a report.

Industry can help create a safer, more enjoyable digital environment for children of
diverse ages by taking the following actions:

Employ appropriate technical measures — such as parental control tools, age-differentiated experiences
with password-protected content, block/allow lists, purchase/time controls, opt-out functions, filtering and
moderating' - to prevent underage access and exposure to inappropriate content or services.

Where possible, consider the use of age verification to limit access to content or material that, either by law or policy,
is intended only for persons above a certain age. At the same time, companies should recognize the potential for
m]lsuse of such technologies in ways that could restrict children’s right to freedom of expression and access to
information.

In addition to the terms and conditions, communicate clear rules in accessible and easily understood language that
emphasizes what behaviour is and is not acceptable on the service, and is particularly geared for young users and
for their parents and caregivers. Be sure to state the consequences of breaking any of these rules.

12. Within online spaces, there are three main degrees of moderation: pre-mod (nothing is published before approval of the moderator); post mod (comments are published, but the moderator can
remove them as soon as anything unacceptable is noticed); reactive mod (check comments which moderators are alerted after publication by users - and sometimes by the hosts.



3. Creating
a safer

and age-
appropriate
online
environment
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4. Educating
children,
parents, and
teachers
about
children’s
safety

and their
responsible
use of ICTs

5. Promoting
digital
technology
as a mode to
further civic
engagement

Ensure that content and services that are not age-appropriate for all users are:
+ classified in line with national expectations;

+ consistent with existing standards in equivalent media;

+ marked with prominent display options to control access;

- offered together with age verification, where possible.

Adapt and implement heightened default privacy settings for collection, processing, storage, sale and publishing of
personal data, including location-related information and browsing habits, gathered from people under 18. Default
privacy settings and information about the importance of privacy should be appropriate to the age of the users and
the nature of the service.

Offer clear reporting tools and develop a process to act on reports of inappropriate content, contact and misuse,
and provide detailed feedback to service users on the reporting process.

Align business practices with relevant requlations and advice on marketing and advertising to children. Monitor
where, when and how children might encounter potentially harmful advertising messages intended for another
market segment.

Industry can complement technical measures with educational and empowerment
activities by taking the following actions:

Clearly describe available content and corresponding parental controls or family safety settings. Make language
and terminology accessible, visible, clear and relevant for all users — including children, parents and caregivers —
especially in relation to terms and conditions, costs involved in using content or services, privacy policies, safety
information and reporting mechanisms.

Educate customers on how to manage concerns relating to Internet usage — including spam, data theft and
inappropriate contact such as bullying and grooming — and describe what actions customers can take and how
they can raise concerns on inappropriate use.

Set up mechanisms and educate parents to become involved in their children's ICT activities, particularly those
of younger children, for example, providing parents with the ability to review children’s privacy settings and with
information on age verification.

Collaborate with government and educators to build parents' abilities to support and speak with their children about
being responsible digital citizens and ICT users.

Based on the local context, provide materials for use in schools and homes to educate and enhance children’s use
of information and communication technologies and help children develop critical thinking that enables them to
behave safely and responsibly when using ICT services.

Industry can encourage and empower children by supporting their right to participation
through the following actions:

Establish written procedures that ensure consistent implementation of policies and processes that protect freedom
of expression for all users, icluding children, as well as documentation of compliance with these policies.

Avoid over-blocking of legitimate, develop mentally approp|ate content. In order to ensure that filtering requests and
tools are not misused in ways that restrict children’s access to information, be transparent about blocked content
and establish a process for users to report inadvertent blocking; this process should be available to all consumers,
including webmasters. Any reporting process should provide ¢ ear, responsible and adjudicated terms of service.

Develop online platforms that promote children’s right to express themselves; facilitate participation in public life;
and encourage collaboration, entrepreneurship and civic participation.

Develop educational content for children that encourages learning, creative thinking and problem solving.

Promote digital literacy, capacity building and ICT skills to equip children, particularly children in rural and
underserved areas, to utilize ICT resources and fully participate safely in the digital world.

Collaborate with local civil society and government on national/local priorities for expanding universal and equitable
access to information and communication technologies, platforms and devices - and the underlying infrastructure
to support them.
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5. Mobile operators’ checklist

Mobile operators enable access to the Internet as well as offer a range of mobile-
specific data services. Many operators have already signed up to COP codes
of practice, and offer a range of tools and information resources to support their
commitments.

Table 2 provides guidance for mobile operators on policies and actions they can take
to enhance child online protection and participation. It outlines how the common
principles and approaches presented in table 1 can be implemented more specifically
as they affect mobile operators. The checklist is organized by the same key areas
and, in some cases, will refer back to the general guidelines in table 1.

The following checklist is not exhaustive, but is intended as a starting point for
companies to respect and support children’s rights in the online sphere. This online
operators checklist has been developed in collaboration with key contributors.

© UNIGEF/BANARO [-08868/Mawa

Table 2. COP checklist for
MOBILE OPERATORS

1. Integrating

child rights
consider-
ations into all
appropriate
corporate
policies and
management
processes

Mobile operators can identify, prevent and mitigate the adverse impacts of ICTs on
children’s rights, and identify opportunities to support the advancement of children’s
rights.

Ensure that a specific individual and/or a team is designated with responsibility for this process and has access
to the necessary internal and external stakeholders. Provide this person/team with the authority to take the lead in
raising the profile of child online protection across the company.

Develop a child protection/safeguarding policy and/or integrate specific children's rights risks and opportunities
into companywide policy commitments (e.g., human rights, privacy, marketing and relevant codes of conduct).

Integrate due diligence on child online protection issues into existing human rights or risk assessment frameworks
(e.g., at the corporate level, product or technology level, and/or at the country level) to determine whether the
business may be causing or contributing to adverse impacts through its own activities, or whether adverse impacts
may be directly linked to its operations, products or services or business relationships.

Identify child rights impacts on different age groups as a result of company operations and the design, development
and introduction of products and services — as well as opportunities to support children’s rights.

Draw upon internal and external expertise and consult with key stakeholders, including children, on child online
safety mechanisms to obtain ongoing feedback and guidance on company approaches

In States which lack adequate legal frameworks for the protection of children’s rights to privacy and freedom of
expression, companies should ensure policies and practices are in line with international standards. (UN General
Assembly Resolution, “The right to privacy in the digital age”, A/RES/68/167)

Ensure access to remedy by putting in place operational-level grievance and reporting mechanisms for any child
rights violations (e.g., child sexual abuse material, inappropriate content or contact, breaches of privacy).




2. Developing
standard

processes to

handle child
sexual abuse
material

3. Creating
a safer

and age-
appropriate
digital
environment

In collaboration with government, law enforcement, civil society and hotline
organizations, industry has a key role to play in combating child sexual abuse material
by taking the following actions:

Collaborate with government, law enforcement, civil society and hotline organizations to effectively handle child
sexual abuse material and report cases to the appropriate authorities. If a relationship with law enforcement and
a hotline is not already established, engage with them to develop processes together. Mobile companies may also
provide ICT training for law enforcement.

If a company is operating in markets with less developed legal and law enforcement oversight of this issue, it can
refer reporters to the International Association of Internet Hotlines at www.inhope.org/gns/report-here.aspx where
any of the international hotlines can be selected to make a report.

Resources:

The GSM Association (GSMA) has developed law enforcement traimn? materials relating specifically to mobile. To
get in contact the GSMA to access the documents listed, please email cop@itu.int.

Work with internal functions such as customer care, fraud and security to ensure that the business can submit
reports of suspected illegal content directly to law enforcement and hotlines. Ideally, this should be done in a way
that does not expose front-line staff to the content and re-victimize the affected child/children. In situations where
stalflfbmay be exposed to abusive material, implement a policy or programme to support staff resiliency, safety and
well-being.

Support law enforcement in the event of criminal investigations through such activities as capturing evidence.
Make sure that terms of service and conditions state that the company will collaborate fully with law enforcement
investigations in the event that illegal content is discovered or reported.

Use terms of service and conditions to specifically prohibit using mobile services to store/share or distribute child
sexual abuse materials. Make sure these terms clearly state that child sexual abuse material will not be tolerated.

Promaote reporting mechanisms for child sexual abuse material and make sure that customers know how to make
a report if they discover such material. If a national hotline is available, offer a link to the hotline from the corporate
website and from any relevant content services promoted by the company.

Resource:
Vodafone, ‘lllegal Content’, www.vodafone.com/content/parents/get-involved/illegal_content.html

If a national hotline is not available, explore opportunities to set one up (see the GSMA INHOPE Hotlines guide in
‘Resources’ for a range of options, including working with INHOPE and the INHOPE Foundation or using the Internet
Watch Foundation International back-office solution) — and/or develop internal processes for customer care staff
to submit reports of questionable content to law enforcement and www.inhope.org.

Resources:

GSMA INHOPE, 'Hotlines: Responding to reports of illegal online content — A guide to establishing and managing a
hotline organization’. This document includes information on the IWF Foundation (for countries that need support
building up their own hotline), as well as IWF International’s back office solution, OCSARP (for countries that want
to offer reporting but do not yet need a full national hotline) http://www.gsma.com/publicpolicy/myouth/mobiles-
contribution-to-child-protection/mobile-alliance

Have processes in place to immediately remove or block access to child sexual abuse material — including notice
and takedown processes to remove illegal content as soon as it is identified. Ensure that third parties with whom the
company has a contractual relationship have similarly robust notice and takedown processes in place.

Resources:

GSMA Mobile Alliance Against Child Sexual Abuse Content, ‘Obstructing the Use of the Mobile Environment by
Individuals or Organisations Wishing to Consume or Profit from Child Sexual Abuse Content, www. gsma.com/
publicpolicy/myouth/mobiles-contribution-to-child-protection/mobile-alliance

‘Notice and Take Down Process Paper, www.gsma.com/publicpolicy/wp-content/uploads/2012/07/
Mobilecontributiontonoticeandtakedown.pdf

GSMA Mobile Alliance Against Child Sexual Abuse Content: Preventing mobile payment services from being
misused to monetise child sexual abuse content’, www.gsma.com/publicpolicy/myouth/mobiles-contribution-to-
child-protection/mobile-alliance

Mobile operators can help create a safer, more enjoyable digital environment for children
of diverse ages by taking the following actions:

Establish a clear set of rules that are prominently placed and echo key Pomts from the terms of service and
acceptable use guidelines. User-friendly language for these rules should de

+ the nature of the service and what is expected of its users;

+ whatis and is not acceptable in terms of harmful content, behaviours and language, as well as prohibiting illegal
usage and the consequences appropriate to the level of any breach — for example, reporting to law enforcement
or suspension of the user's account.

Make it easy for customers to report concerns about misuse to customer care, with standard and accessible
processes in place to deal with different concerns, for example, if a customer is receiving unwanted communications
(spam, bullying) or has seen inappropriate content.




3. Creating Be transparent, giving customers clear information about the nature of the services that are offered, for example:
a safer + type of content/service and costs;

and age_ + minimum age required for access;

appropriate
digital
environment
(Cont...)

+ availability of parental controls, including what the controls cover (e.g., network) or do not cover (e.g., Wi-Fi) and
training for their use;

+ what type of user information is collected and how it is used.
Resources:

GSMA, ‘Privacy Design Guidelines for Mobile Application Development’, www.gsma.com/publicpolicy/privacy-
design-guidelines-for-mobile-application-development

ICT Coalition, www.ictcoalition.eu

Provide technical controls that are appropriate for the services offered and are as easy as possible for end users to
implement. Such controls might include:

+ the ability to block or filter access to the Internet through the company’s networks, including ‘own brand' or third-
party services that are promoted by the company;

+ age verification if the company's own content or services include elements that are only legal or appropriate for
adult users (e.g., certain games, lotteries).

Promote national support services that enable children to report and seek support in the case of abuse or
exploitation (see, for example, Child Helpline International: www.childhelplineinternational.org).

4. Educating Mobile operators can complement technical measures with educational and

children, empowerment activities by taking the following actions:

parents and
teachers
about
children’s

Inform customers — including parents, caregivers, children — about the services offered, for example:
+ type of content offered and corresponding parental controls;

+ how to report abuse, misuse and inappropriate or illegal content;

+ how this report will be handled;

safeljy . + what services are age restricted;
and their

responsible

- safe and responsible behaviour when using ‘own-brand’ interactive services

use of ICTs

Engage with the broader issues around safe and responsible digital citizenship, e.g., online reputation and digital
footprint, harmful content, grooming. Consider partnering with local experts such as children's non-governmental
orgdamzatlons, charities and parenting groups to help shape the company's messaging and reach the intended
audience.

If the business already works with children or schools — for example, through corporate social responsibility
programmes — investigate whether this engagement could be extended to include educating children and teachers
on child online protection messages.

5. Promoting Mobile operators can encourage and empower children by supporting their right to participation.
digital

technology as
a mode for to

further cwic ‘Mobile for Development’, www.gsma.com/mobilefordevelopment including ‘mWomen' http://www.gsma.com/
engagement mobilefordevelopment/programmes/mwomen

Refer to the general guidelines in table 1.
Resources:
GSMA, ‘'mEducation’, www.gsma.com/connectedliving/meducation;

Inform customers — including parents, caregivers, children — about the services offered, for example:
+ type of content offered and corresponding parental controls;

+ how to report abuse, misuse and inappropriate or illegal content;

+ how this report will be handled;

+ what services are age restricted;

+ safe and responsible behaviour when using ‘own-brand’ interactive services.

Engage with the broader issues around safe and responsible digital citizenship, e.g., online reputation and digital
footprint, harmful content, grooming. Consider partnering with local experts such as children's non-governmental
or%amzatlons, charities and parenting groups to help shape the company's messaging and reach the intended
audience.

If the business already works with children or schools — for example, through corporate social responsibility
programmes — investigate whether this engagement could be extended to include educating children and teachers
on COP messages.
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Notice and

UNICEF (and other United Nations agencies) define adolescents as people aged 10—19. It is important to note that
‘adolescents’ is not a binding term under international law, and those below the age of 18 are considered to be
children, whereas those 18—19 years old are considered adults, unless majority is attained earlier under national
law.

In accordance with article 1 of the Convention on the Rights of the Child, a child is anyone under 18 years old, unless
majority is attained earlier under national law.

Companies can impact the rights of children, either positively or negatively, through the ways in which they operate
their facilities; develop, deliver and market products provide services; apply leverage through business relationships
with key stakeholders and partners; and exert influence on economic and social development. Under the United
Nations Guiding Principles on Business and Human Rights, companies have a responsibility to identify, prevent,
mitigate and, where appropriate, remediate their potential or actual negative impacts on human rights.

Recognizing the need for explicit guidance about what it means for business to respect and support children’s
rights, the United Nations Global Compact, Save the Children and UNICEF - together with companies and
other stakeholders — released the Children's Rights and Business Principles in March 2012. The Principles call
on companies to respect children’s rights, avoid any infringement on the rights of children, and address any
adverse child rights impact with whic% the business is involved. The Principles also encourage companies to
support children’s rights by taking voluntary actions that seek to advance children’s rights through core business
operations, products and services, strategic social investments, advocacy, public policy engagement, and working
in partnership and other collective action. To access the full set of Children's Rights and Business Principles, see
www.unicef.org/csr/12.htm.

Child sexual abuse material refers to any material that visually depicts a child in real or simulated explicit sexual
activities or any representation of the sexual parts of a child for primarily sexual purposes, mcludmg photography,
video, drawings, cartoons, text and live streaming.'® Although the term ‘child pornography’ is used commonly
in Ieg|s|at|on and international conventions, this term is not used in the Guidelines for Industry on Child Online
Protection because ‘pornography’ is frequently understood to be associated with depictions of sexual activity
between consenting adults. For this reason, use of the term ‘child pornography’ can mischaracterize sexual
representations where children are involved, since it does not highlight the abusive/exploitative aspects of this
phenomenon or reflect the wide spectrum of child sexual abuse materials, and its use can therefore cause
misunderstanding.

International law does not define cyberbullying. For the purpose of this document is it defined as wilful and repeated
harm inflicted through the use of computers, cell phones, and other electronic devices. It may involve direct
(such as chat or text messaging), semipublic (such as posting a harassing message on an e-mail list) or public
communications (such as creating a website devoted to making fun of the victim).'#

A process intended to lure children into sexual behaviour or conversations with or without their knowledge, or
a process that involves communication and socialization between the offender and the child in order to make
him or her more vulnerable to sexual abuse. The term grooming’ has not been defined in international law; some
jurisdictions, including Canada, use the term ‘luring’."®

It is now possible to connect to the Internet using a variety of different devices, e.g., smartphones, tablets, games
consoles, TVs and laptops as well as more traditional computers. Thus, except where the context suggests
otherwise, any reference to the Internet should be understood to encompass all of these different methods. To
encompass the Internet's rich and complex tapestry, ‘Internet and associated technologies’, ‘ICT and online
industries’ and ‘Internet-based services' are used interchangeably.

Operators and service providers are sometimes notifled of suspect content online by customers, members of the
public, law enforcement or hotline organizations. Notice and takedown procedures refer to a company's processes

takedown for the swift removal (‘takedown’) of illegal content (illegal content being defined according to the jurisdiction) as
soon as they have been made aware (‘notice’) of its presence on their services.
Parental Software that allows users, typically a parent, to control some or all functions of a computer or other device that

control tools

URL

Wi-Fi

can connect to the Internet. Typically, such programmes can limit access to particular types or classes of websites
or online services. Some also provi e scope for time management, i.e., the device can be set to have access to the
Internet only between certain hours. More advanced versions can record all texts sent or received from a device.
The programmes normally will be password protected.

The abbreviation stands for ‘uniform resource locator’, the address of an Internet page.

Wi-Fi (Wireless Fidelity) is the group of technical standards that enable data transmission over wireless networks.

13. The Optional Protocol to the Convention on the Rights of the Child on the Sale of Children, Child Prostitution and Child Pornography and the Council of Europe Convention on the Protection of
Children against Sexual Exploitation and Sexual Abuse.

14. Schrock, A., and D. Boyd, ‘Online Threats to Youth: Solicitation, Harassment, and Problematic Content’, Berkman Center for Internet & Society, Cambridge, p. 21, http://cyber.law.harvard.edu/sites/
cyber.law.harvard.edu/files/RAB_Lit_Review_121808_0.pdf.

15. UNICEF, ‘Child Safety Online: Global Challenges and Strategies’, Innocenti Research Centre, Florence, p. 30, www.unicef.org/pacificislands/ict_eng.pdf.
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